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Preface

I

Global Navigation Satellite System (GNSS) generally refers to various global
satellite navigation systems, and their augmentation systems. It can provide accu-
rate position, velocity and time (PVT) for any person or object at any place and at
any time. GNSS, as an important space information infrastructure, reflects a
country’s comprehensive national strength. Major countries and organizations all
around the world have been vigorously developing satellite navigation systems with
various characteristics, such as the Global Positioning System (GPS) of the USA,
the GLObal NAvigation Satellite System (GLONASS) of Russia, the Galileo
System of Europe (Galileo), the BeiDou Satellite System of China (BeiDou), the
Indian Regional Navigational Satellite System (IRNSS) of India, and the
Quasi-Zenith Satellite System (QZSS) of Japan. Since 1996, the United States has
initiated the “GPS modernization” project. In recent years, we have seen the most
extensive GPS satellite launching schedule since 1993, and the first GPS III is
scheduled to be launched in 2018. China proposed a “three-step” development plan
for the Beidou system. In 2012, the Asia-Pacific Regional Navigation Satellite
System was constructed and put into use (making China the third country in the
world to put a GNSS system into operation); and since then, China has been making
steady progress toward establishing a global system by launching the first global
GNSS satellite in July 2017. In the future, all these systems will be integrated into a
Global Navigation Satellite System of Systems, to provide more reliable and
accurate services for global users.

GNSS applications are almost ubiquitous, and can be applied in almost any
imaginable situation, including air, sea, and ground transportation and management,
smart grid, telecommunications systems, mobile phone positioning, smart carrier
tools, exploration and mapping, criminal tracking, emergency rescue, disease
control, fishing operations, oil exploration, precision agriculture, as well as military
applications such as precise weapon guidance and targeting. GNSS are embedded
in all the above applications as a stealthy technology running in the background. It
can also provide support for many critical infrastructures tightly connected to the
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operations of a nation and the livelihood of its people, e.g., smart grids (timing
service), bank operations (timing service), transportation systems (location and
timing services), and communication systems (location and timing services).

GNSS is vulnerable because it is so valuable! Since GNSS satellites are usually
positioned 20,000–30,000 kilometers above the earth, their signals are very weak (it
can be compared to observing a 50W light bulb from approximately 20,000 kilo-
meters away), and they are usually more than 20 dB below the noise level, meaning
that they are very vulnerable to a variety of malicious and unintentional interfer-
ences. Unintentional interferences include ionospheric scintillation, solar radio
pulse interference, multipath interference, Radio Frequency Interference (RFI), and
pulse interference generated by DME (Distance Measuring Equipment) and
TACAN (Tactical Air Navigation System) equipment working in the aeronautical
radio protection band. Malicious interferences include jamming and spoofing.
Jamming can make the receiver out of lock, but the monitoring and suppression of
jamming are easier and more established methods are available, as many related
techniques can be borrowed from the radar field. Spoofing takes advantage of the
open transparency and predictability of GNSS civil signals, and it can create
interference signals very similar to authentic GNSS signals. Consequently, spoofing
has superior concealment and can result in greater repercussions. Spoofing can
generate timing and positioning errors, or even take control of the target receiver,
without the user even being aware of its presence. Due to the existence of these
interference sources, GNSS cannot provide safe and reliable services.

The robustness and safety of GNSS have led to great concerns around the world
for the past dozen years. Below are comments made by some renowned political
characters, GNSS experts, and related organizations in the US:

(1) Former U.S. President Barack Obama (February 2013)

“Critical infrastructure must be secure and able to withstand and rapidly
recover from all hazards.”
“The nation’s critical infrastructure provides the essential services that
underpin American society. Proactive and coordinated efforts are necessary to
strengthen and maintain secure, functioning, and resilient critical infrastructure
—including assets, networks, and systems….”

(2) Former US President George W. Bush (December 2004)

“…the Global Positioning System has grown into a global utility…integral to
the U.S. national security, economic growth, transportation safety, and
homeland security, and are an essential element of the worldwide economic
infrastructure….”
“The Secretary of Transportation shall…develop, operate, and maintain
backup position, navigation, and timing capabilities that can support critical
transportation, homeland security, and other critical civil and commercial
infrastructure …in the event of a disruption of the Global Positioning System
or the other space-based positioning, navigation, and timing services.”
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(3) US National Positioning, Navigation, and Timing (PNT) Advisory Committee
(November 2010)

“The United States is now critically dependent on GPS…cell phone towers,
power grid synchronization, new aircraft landing systems, and the future FAA
Air Traffic Control System cannot function without it…increasing incidents of
deliberate or inadvertent interference that render GPS inoperable for critical
infrastructure operations.”
“We strongly recommend that the previously announced decision (to deploy
eLoran as the primary Alternate PNT) should be reconfirmed and quickly
implemented.”

(4) The “Father of GPS,” Prof. Brad Parkinson at Stanford University (2013)

“Reliance on satellite navigation and timing systems has become a single point
of failure for much of America and is our largest, unaddressed critical
infrastructure problem.”
“Positioning, Navigation and Time (PNT) service has become a worldwide
utility-thanks to GPS. In fact, PNT service is now worth billions of dollars a
year, yet taken for granted. On the other hand this service is potentially
threatened by jamming and related threats. I subscribe to PTA-Protect,
Toughen and Augment this valuable asset. Particularly appealing is the use of
eLoran to Augment or as a standalone service. In this role, eLoran would be a
powerful deterrent to malicious interference.”

(5) Renowned GNSS interference mitigation expert, Prof. Todd Humphreys at
University of Texas at Austin (2013)

“The next few decades will see pervasive autonomous control systems become
critical to the world economy-from autonomous cars and aircraft to smart
homes, smart cities, and vast energy, communication, and financial networks
controlled at multiple scales. Protecting these systems from malicious navi-
gation and timing attacks is a matter of urgent societal interest.”
“The greatest upcoming challenge in PNT security will be providing proof of
location or time to a skeptical second party.”

In the present day, there are many types of jamming equipment in the market,
including the Personal Privacy Device (PPD), which can be purchased cheaply
online. In November 2011, in an event that shocked the whole world, an Unmanned
Aerial Vehicle (UAV) owned by the US Central Intelligence Agency (CIA) was
captured by Iran with only minor damage to the landing gear, which was estimated
to be caused by the landing. Until today, the exact reason has not been released.
Engineers from the Iranian side claimed that they had interfered with the com-
munication link between US UAV operators and the UAV, causing the UAV to
switch to an autopilot mode. Then the UAV was guided to a base in Afghanistan
relying solely on the GPS equipment on the UAV. When the UAV was in this
working mode, Iranian engineers claimed that they had tricked the UAV to fly to
Iran using spoofing. Some US experts questioned the claims made by Iranian
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engineers because the CIA UAV usually uses a military code, so it should have
been very difficult to use spoofing against it. Instead, the experts envisaged the
following scenario: The Iranians used jamming and spoofing simultaneously to
interfere with GPS military and civil signals respectively, and the UAV was set in a
mode in which the civil signals were used when the military signals were jammed.
Regardless of which explanation is correct, the evidences imply that the UAV was
experiencing malicious interferences of jamming and spoofing simultaneously.

In 2001, the US Department of Transportation evaluated the impacts on trans-
portation facilities by vulnerabilities of GPS, and expressed concerns on the threats
posed by spoofing. In 2008, researchers created low-cost spoofing devices that
could be made based on software radio technology and components from general
stores, and showed that spoofing signals can be successfully generated using this
low-cost approach. In June 2012, Prof. Todd E. Humphreys, the head of radio
navigation lab of the University of Texas at Austin, was invited by the US
Department of Homeland Security to perform two public test studies in order to
evaluate the impacts of spoofing and jamming on civil UAVs (which will be
merged into the national airspace system) and smart grid. The results showed that
these systems were easily affected by spoofing. In July 2013, in an actual field
demo, the same lab successfully tricked a ship into deviating from its original route
using spoofing.

The above events show that the robustness and safety of GNSS face very big
challenges. The Science and Technology Directorate (S&T) is a branch within the
United States Department of Homeland Security. Part of the S&T’s mission is to
evaluate the impacts of jamming and spoofing, study interference mitigation
measures, and provide better practical means to protect critical infrastructures. In
June 2014, former US Defense secretary Ashton Carter expressed concerns about
the lack of robust PNT. One of the senior US officers even proclaimed that “GPS is
much too vulnerable, we must replace it with new inertials and chip scale atomic
clocks.” It is reported that the US has been evaluating various possibilities on
alternative PNT schemes that can complement GPS. The goal is to improve GPS
robustness and safety through integration.

Interference monitoring and suppression for GNSS have drawn great attentions
around the world. In 2011, the International Committee on GNSS promoted the
establishment of a special workshop on Interference Detection and Mitigation
(IDM). In 2012, the first workshop session was held at the Vienna International
Convention Center in Austria with the main topics being compatible interoper-
ability among different GNSS systems, and interference monitoring and suppres-
sion. The workshop has been held for five consecutive sessions. In addition, at the
GNSS academic annual meeting hosted by ION (Institute of Navigation), IDM has
always been a hot topic and focus for discussion.

II

I studied in the Northwestern Polytechnic University’s first accelerated
Bachelor’s/Master’s pilot program from 1985 to 1991. When I was studying for my
master’s degree, I participated in research works on super-resolution array signal
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processing. From 1991 to 1994, I worked on my Ph.D. degree in the field of radar
signal processing at Xidian University. During this period, I participated in the
research on Airborne Early Warning Radar Space-Time Adaptive Processing
(STAP) led by Prof. Zheng Bao, who is the academician of the Chinese Academy
of Sciences. This was the earliest group to start systematic STAP research in China.
Since then, this research group has achieved advanced research results on par with
the findings of other leading international scholars in the field. For example, Dr.
Richard Klemm, the author of the first STAP monograph, stated the following in
the foreword section of his book “There are activities all over the world, especially
in the USA and China.” Between 1997 and 2002, as a postdoctoral fellow and a
visiting professor, I worked in the Spectrum Analysis Lab at the University of
Florida, USA. During that period, I collaborated with Prof. Jian Li, who is an IEEE
fellow and a winner of the American Presidential Young Investigator (PYI) award,
in studying spectral estimation based on decoupled parameter estimation theory and
robust Capon beamforming. In 2004, I participated in research on anti-jamming
technology for the Galileo system in the Imperial College of London as part of the
China’s first group of distinguished research scholars. In summary, my research
interests have always been focused on sensor array signal processing
(super-resolution direction of arrival estimation, adaptive beamforming, and
space-time adaptive processing), modern spectrum analyses and their applications.

In the summer 2002, I was invited to be a visiting professor at the Spectrum
Analysis Lab at the University of Florida. My main research focus there was to
study robust Capon beamforming and its applications. During that tenure, I read the
introduction on GNSS robust beamforming written by Professir Sayed’s research
group at Stanford University. Another paper brought to my attention was titled
“Wideband cancellation of interference in a GPS receiver array,” written by
Dr. Ronald L. Fante from the MITRE corporation and published in IEEE
Transactions on Aerospace and Electronic Systems, in which the author expanded
the STAP technology used for airborne early warning radar to GNSS applications,
and used the technology to suppress wideband interference and dispersive multipath
interference. Similarly to me, Dr. Fante was originally engaged in airborne radar
signal processing works. These two papers have cultivated my strong interest in
GNSS interference mitigation technology.

III

This book is the first most comprehensive monograph on the subject of GNSS
adaptive interference mitigation. The book covers the topics of jamming (including
high dynamic jamming), spoofing, multipath interference, and pulse interference
suppressions. We have mainly studied the above methods based on array signal
processing, including spatial domain, and spatial–temporal domain adaptive fil-
tering. These methods take full advantage of the characteristics of GNSS signals,
e.g., small power, periodic repetition, and known spread spectrum code. Only
autonomous systems are considered, i.e., no other sensors are used (e.g., inertia
navigation) to provide supplementary information. The focus of this book is on the
robust adaptive filtering method that is not sensitive to array calibration errors.
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Direction of Arrival (DOA) estimation and multipath time delay estimation can
both take advantage of the methods based on decoupled parameter estimation
theory. By using this approach, an estimation problem of multiple overlapping
signal parameters can be converted into a series of estimation problems on a single
signal parameter using a cyclic optimization algorithm with a special structure (the
key is to assure the accuracy and computation efficiency of these single signal
parameter estimations). This approach has the benefits of simple and effective
computation, good convergence, and robustness to model errors.

IV

The research works and achievements listed in the book have been sponsored by the
Chinese National Outstanding Youth Fund (60325102) and National Natural
Science Foundation of China (61179064, 61172112, 61471363, 61271404). And
thanks to the sustained support of the National Natural Science Foundation of
China, these research works have lasted 12 years.

First of all my grateful thanks go to my Ph.D. advisor, Academician Zheng Bao
at Xidian University. I have benefited throughout my whole life from my research
experiences on STAP under his guidance. His attitudes and methods toward aca-
demic research have made profound impacts on my life and career. My thanks also
go to Prof. Jian Li at the University of Florida USA. During my three working
tenures in her lab, we have co-authored and published more than 20 articles in IEEE
and IET/IEE journals, which have greatly improved my academic prowess. These
papers were mainly focused on using the decoupled parameter estimation theory
and method in various applications. Many of the achievements of this book would
not have been possible without the guidance from my two mentors. My appreci-
ations are also extended to my lab mates in the former STAP group at Xidian
University (Dr. Yuhong Zhang, Dr. Guisheng Liao, Dr. Yongliang Wang,
Dr. Lingrang Zhang, and Dr. Xiaochu Chen). Together we have enjoyed memo-
rable school years. I am also grateful to my other co-authors at the Key Lab for
Advanced Signal Processing at China Civil Aviation University, as well as
Associate Professor Tieqiao Hu, Dr. Lunlong Zhong, and many other Ph.D. and
master students involved in related research works.

Parts of the formal texts of this book were tentatively finished on September 11,
2015. From September 14 to September 18, at the ION GNSS+ 2015 meeting held
in Tampa, Florida, USA, I led two co-authors of this book in efforts to further
improve our draft by communicating face to face with our colleagues from all
around the world. I fondly remember how I became interested in GNSS interference
mitigation 12 years ago in Florida. Now, after attending this meeting in the
beautiful city of Tampa, I feel extremely grateful and delighted to have come back
with this book to where this journey started. This foreword was composed all at
once on my return flight from Tampa to Beijing in a single session.

On the return flight from Tampa, Florida Renbiao Wu
September 2016
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Chapter 1
Principles of Satellite Navigation System

1.1 Introduction

Satellite navigation is the technology that uses navigation satellites to transmit
positioning signals, in order to provide real-time positioning for users in the air, on
the ground, at sea, and in space. Since it can provide high-precision information
such as three-dimensional position, velocity and time (PVT) for any location and on
any people and objects, it has unparalleled advantages over other navigational
technologies. Thus, it can be widely applied in civil fields such as transportation,
surveying, mapping, telecommunications, water conservancy, fishery, forest fire
prevention, disaster reduction, and disaster relief. It can also be used in military
fields such as aerospace and weapon guidance. Consequently, the satellite navi-
gation system has become a keystone for a country’s space information infras-
tructure, and an important indicator to reflect its status as a modern country, a great
power, and the country’s comprehensive national strength. Major countries and
organizations all around the world have been vigorously developing satellite nav-
igation systems with various characteristics.

Global Navigation Satellite System (GNSS) is an integrated constellation sys-
tem, and generally refers to all existing global satellite navigation systems, and
regional and enhanced navigational systems, such as Global Positioning System
(GPS) of USA, GLObal NAvigation Satellite System (GLONASS) of Russia,
Galileo System of Europe, and BeiDou Satellite System of China. The related
augmentation systems include the Wide Area Augmentation System (WAAS) of
USA, the European Geostationary Navigation Overlay Service (EGNOS) of
Europe, the Multi-functional Satellite Augmentation System (MSAS) of Japan and
the GPS Aided Geo Augmented Navigation (GAGAN) of India, etc.

The original version of this chapter was revised: For detailed information please see Erratum.
The erratum to this chapter is available at https://doi.org/10.1007/978-981-10-5571-3_7

© Science Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
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However, since the distance from a GNSS satellite to a receiver can range from
20,000 km to more than 30,000 km, and a typical satellite transmitter’s power is
generally only a few tens of Watts, the GNSS signal becomes very weak when it
reaches the ground. For example, the signal power of a GPS L1 signal is approx-
imately −160 dBw when it reaches the earth’s surface, which is lower than a
receiver’s thermal noise level by about 20 dB [1], therefore GNSS can be easily
impacted by various types of external interference. To enhance GNSS performance
under complex electromagnetic environments, effective interference mitigation
algorithms must be studied.

First of all, this chapter briefly introduces developments of various GNSS. Then,
to help readers to understand the contents of subsequent chapters, the C/A (Coarse/
Acquisition) code is used as an example, to briefly introduce the composition of a
satellite navigation system and the principles of acquisition, tracking and posi-
tioning for a receiver. Lastly, the impacts of interference on GNSS receivers are
briefly introduced.

1.2 Development and Current Status of GNSS

As stated above, the four existing major GNSS constellation systems are GPS of
USA, GLONASS of Russia, Galileo of Europe, and BeiDou of China. Table 1.1
compares satellite constellations and current statuses on satellite constellation net-
works for the four major GNSS. The cutoff date for the statuses on satellite con-
stellation networks is July 30th, 2015.

Next, we give brief introductions on the four major GNSS.

Table 1.1 Constellations of different GNSS

GNSS constellation systems GPS GLONASS Galileo Beidou

Designed satellite
constellations

Number of
satellites

24 24 30 35

Number of
orbital planes

6 3 3 3

Orbit
inclination
angle (°)

55 64.8 56 55

Operation
cycle

11 h 58 min 11 h 15 min 13 h 12 h 55 min

Satellite
orbit (km)

MEO 20220 MEO 19130 MEO 23222 GEO 36000
MEO 21500
IGSO 36000

Status Number of
satellites

31 28 8 19

2 1 Principles of Satellite Navigation System
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1.2.1 GPS

The US department of Defense started to develop GPS in the 1970s, and it was the
third large-scale space program created by US following the Apollo Moon program
and the Space Shuttle program. On February 22nd, 1978, the first GPS satellite
during the development stage was launched successfully. But the GPS system did
not begin its formal operation until 1995. GPS signals use CDMA (Code Division
Multiple Access) modulation to allow multiple satellites to share the same time and
frequency in a given band. The initial GPS signal design has two spreading codes:
coarse/acquisition code (C/A code) and precision code (P code). The C/A code is a
pseudo-random code open to the public, with a code length of 1024 and a code
period of 1 ms. The P code’s usage has been restricted, and this special
pseudo-random code has been reserved for US military applications, with a longer
code length and code cycle. Initial GPS carrier signals include L1 signal (center
frequency of 1575.42 MHz) and L2 signal (center frequency of 1227.6 MHz). The
C/A code is broadcasted on the L1 carrier only, while the P code is broadcasted on
both the L1 and L2 carriers [1, 2]. The United States, in the mid-1990s, for national
security reasons, included SA (Selective Availability) on the GPS signal, which
intentionally increased positioning errors on receivers, so the precision was only
around 100 m. In May 2000, the use of SA was discontinued, which has greatly
promoted the applications of GPS.

To conduct a comprehensive upgrade of the GPS system, and to replace failed
satellites to ensure normal system operations, the United States has initiated the
“GPS modernization” project since 1996. With the advances of the GPS modern-
ization process, L2C signal, M code signal, L5 signal and L1C signal, as mod-
ernized GPS signals, have expanded the initial GPS signal family [3]. The L2C
signal is a newly added civil signal on the L2 frequency that was formerly used for
military application only. Due to the more flexible signal structure it has, naviga-
tional precision has been improved. M-code is a newly added military code to
improve the original military code’s interference mitigation capability and safety.
Unlike the P code, M code uses an autonomous positioning method in the design:
the receiver can directly solve the position solely based on the M code. After
overcoming many technological challenges and constant launch time delays, the
GPS IIR-20(M) satellite, carrying the newly added third civil signal L5, was
launched on March 24th, 2009, and then it started to successfully transmit the L5
signal on April 10th, 2009. One of the objectives for launching L5 signal is to
provide service for Safety-of-Life (SoL) applications. L5’s carrier frequency is
1176.45 MHz, which is located on the internationally protected ARNS
(Aeronautical Radio Navigation Service) frequency band, making it convenient for
aviation authorities to effectively manage radio interference encountered in this
frequency band. But, this also results in some electromagnetic compatibility
problems between the L5 signal and existing navigation equipments working on the
ARNS frequency band. Compared with the C/A code on the L1 frequency, the L5
code has a higher code rate (10.23 Mcps), greater transmission power, and better

1.2 Development and Current Status of GNSS 3
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interference mitigation performance. The L1C signal is the fourth civil signal that is
designed for facilitating interoperability between the GPS and other GNSS.
The GPS III satellite carrying the L1C signal has been planned to launch in 2017.
The constellation and network status for the GPS are shown in Table 1.1.

1.2.2 GLONASS

GLONASS was developed by the former Soviet Union in 1976, and has been
managed by Russian government since the collapse of the Soviet Union [4]. On
October 12th, 1982, the first GLONASS satellite was launched successfully,
indicating the birth of the second GNSS after the GPS. Unlike GPS, initial
GLONASS signals used Frequency Division Multiple Access (FDMA) technology,
so that all satellites within the GLONASS system used the same spreading code, but
different satellites used different signal carrier frequencies. This arrangement is very
different from the CDMA technology used by the GPS system to distinguish its
satellites. All GNSS signals broadcasted by any one of the GLONASS satellites
were modulated on two types of carrier signals, i.e. L1 and L2 frequencies, where
L1 = 1602 + 0.5625 � k (MHz), and L2 = 1246 + 0.4375 � k (MHz). The k in the
formula represents the serial number of a satellite.

Although GLONASS constellation had already completed a full layout com-
posed of 24 satellites and one spare satellite in 1995, Russia could not afford to
launch substitutes for failed satellites due to lack of funds after the collapse of the
former Soviet Union. After an economic upturn, on August 20th 2001, Russian
government approved the initialization of 2002–2011 GLONASS development
plan. The plan aimed to recover and modernize the GLONASS. Huge amount of
funds was raised to promote the construction of GLONASS. From 2003, the
GLONASS system had entered a stage of comprehensive upgrading, during which
time new GLONASS-M and GLONASS-K1 were launched in succession. In 2008,
GLONASS declared that it would add CDMA civil signals, thereby making it more
compatible and interoperable with other GNSS systems. At the same time, Russia
declared that future GLONASS satellites would broadcast CDMA signals while
maintaining the original FDMA signals. On October 2nd, 2011, the launch of the
24th satellite marked the first comprehensive restoration of GLONASS since 1996.
The constellation and network status for the GLONASS are shown in Table 1.1.

1.2.3 Galileo

The Galileo satellite navigation system is developed and established by European
Union (EU). The plan was published by the European Commission in February
1999, and has been a joint responsibility of the European Commission and the
European Space Agency [5]. The first Galileo satellite was launched on December

4 1 Principles of Satellite Navigation System
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28th 2005. Galileo, like GPS, uses CDMA signal encoding. Galileo signals have
four carrier frequency bands: L1 frequency band (center frequency of
1575.42 MHz), E5A frequency band (center frequency of 1176.45 MHz, the same
as that of GPS L5), E5B frequency band (center frequency of 1207.1 MHz), and E6
frequency band (center frequency of 1278.75 MHz). Every satellite can broadcast
on all four frequency bands. After the establishment of Galileo system, five types of
service modes can be provided: Open Service (OS), Commercial Service (CS),
Safety-of-Life (SoL), Public Regulated Service (PRS), and Support to Search and
Rescue Service (SAR).

On March 27th 2015, the 7th and 8th Galileo satellites were launched. The
constellation and network status for the Galileo are shown in Table 1.1. Even
though the original Galileo plan aimed to complete the whole system construction
in 2007, and started commercial operations in 2008, the Galileo plan has been
postponed repeatedly due to economic and other reasons. The new plan is to
complete the construction of Galileo system before 2020 and provide full services.

1.2.4 Beidou

Beidou is a satellite navigation and positioning system under construction in China
with independent intellectual property rights. Compared with other systems, one of
the highlighted features of the Beidou system is that it is capable of short message
communication. The feature has important applications in applied areas such as
transportation (especially offshore sailing) and emergency rescue [6]. China
developed a “three-step” development plan for the Beidou so that the step-by-step
implementations have followed a general principle of “Regional first, global next;
active first, passive next”, as illustrated in Table 1.2. The experimental system (the
1st generation system) had begun development since 1994, and achieved regional
active positioning capability in 2000. The second step, the construction of the
Beidou (the second generation system) started in 2004, and the regional passive
positioning capability was achieved in 2012. Lastly, for the third step, in 2020, the
Beidou will have the global passive positioning capability.

On October 31st, 2000, the first Beidou experimental satellite was launched. The
construction of the Beidou experimental system indicated that China had become

Table 1.2 Three-step development plan for Beidou

Milestones 2000 2012 2020

Goals Regional active
positioning

Regional passive
positioning

Global passive
positioning

Current
status

Completed Completed Under construction

1.2 Development and Current Status of GNSS 5
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the third country in the world to have its own GNSS. On April 14th 2007, the first
Beidou satellite was launched. On December 27th, 2012, Beidou started to formally
provide services in the Asia-Pacific region. On December 27th, 2013, the system
documentation (ICD documentation) of “Beidou Navigation System Signal in Space
Interface Control Document (Version 2.0)” was officially released, reflecting the
willingness to have more open, in-depth, and extensive cooperation with other
countries in the world. The ICD file defines the related contents such as signal
structure, basic parameters and ranging codes, for public service signal B1I and B2I
between the Beidou space constellation and user terminals. Among them, the B1I
signal’s carrier frequency is 1561.098 MHz, and the B2I signal’s carrier frequency
is 1027.14 MHz, and the chip rates for B1I’s and B2I’s signal ranging codes are
both 2.046 Mcps, with a length of 2046 bits.

Presently, the construction for step 3 of the Beidou has been making steady
progress based on the plan. On March 30th, 2015, the 17th Beidou satellite (the first
experimental global satellite) was launched, with more than 95% parts localization
rate, and the LOONGSON CPU made in China was used for the first time. On July
25th, 2015, the 18th and 19th Beidou satellites (both are experimental global
satellites) were launched, with more than 95% parts localization rate, and the new
generation high-precision rubidium clocks independently developed by China were
installed on both satellites respectively. The constellation and network status for the
Beidou are shown in Table 1.1.

1.3 Composition of GNSS

For convenience, we briefly introduce the composition of a GNSS system using the
GPS as the example [1, 2]. As shown in Fig. 1.1, the GPS mainly comprises three
segments: the space constellation segment, the ground monitoring and control

 User Equipment 
SegmentGround Monitoring 

and Control 
Segment

Space Constellation
Segment

Fig. 1.1 GPS segments
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segment, and the user equipment segment. Among the three segments, the first two
segments are controlled by the United States, while the user equipment segment can
be freely designed and selected by users.

The space constellation is composed of orbiting GPS satellites. The satellites are
evenly distributed on six orbital planes maintaining 55° inclination angles with the
earth’s equatorial plane. The respective orbital planes are separated by 60° from
each other, i.e. the right ascensions of the ascending nodes (RAAN) for the
respective orbital planes are separated by 60°. The arguments of latitude for the four
satellites in every unique orbital plane are 90° apart from each other, while the
satellite located within every orbital plane leads the corresponding satellite orbiting
the adjacent orbital plane on its west by 30°, to satisfy the requirement of providing
even global coverage by GPS satellite signals. The average altitude of the satellite
orbits is 20,200 km, and the orbital period is 11 h, 57 min and 57.26 s, i.e.
12 sidereal hours. In short, the satellite constellation orbital parameters and the
distribution are determined after a comprehensive optimization, to ensure that four
or more GPS satellites with more than 5° elevation angle can be observed simul-
taneously at any time and place on the earth. Generally 9–12 satellites can be
observed simultaneously. The diagram of the GPS constellation is shown in
Fig. 1.2.

The ground monitoring and control segment is composed of a master control
station, three injection stations, and five monitor stations. The ground monitoring
and control stations are mainly located in the United States or in overseas US

Fig. 1.2 GPS constellation
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military bases. The master control station is located at Falcon Air Force Base in
Colorado, and is equipped with large-scale computers, to calculate satellite ephe-
meris and satellite clock correction parameters based on observed GPS data given
by various monitoring stations. In addition, the master control station performs
satellite control as well: when a working satellite experiences failure, the spare
satellite can be dispatched. The injection stations are located in Ascension Island,
Diego Garcia and Kwajalein, and their main function is to inject the satellite
ephemeris and satellite clock correction parameters calculated by the master station
to the satellites. The monitor stations are equipped with GPS receivers, atomic
frequency standards, and computer processors. The master station also has the
functions of a monitor station as well. The other four monitor stations are located at
Hawaii, Kwajalein, Diego Garcia, and Ascension Island, which are mainly used to
monitor satellites’ status. In short, the ground control segment can monitor the
statuses of GPS signals, to ensure normal operation of satellite navigation, and to
provide real-time information updates.

The main functions of a user receiver are GPS signal acquisition, tracking and
demodulation, and positioning calculation based on the intersection principle as
illustrated in Fig. 1.3. If three-dimensional positioning information is needed, sig-
nals from more than 4 satellites must be received (the impacts of receiver clock bias
need to be taken into consideration, more details can be found in Sect. 1.5.2).
A complete set of GPS user equipments includes receiver hardware, software, and
post-processing software package for GPS data. Presently, various types of receiver
have been becoming smaller in volume, lighter in weight, and more convenient for
users.

Position of The 
First Satellite

Position of The
Second Satellite

Position of The
Third Satellite

Position of 
A Receiver

Fig. 1.3 Intersection principle of GPS positioning
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1.4 GNSS Signals

1.4.1 GNSS Signal Structure

GPS/GNSS signals consist of three parts: carrier, spreading code and navigation
message (D code). Traditional GPS navigation signals refer to the navigation sig-
nals broadcasted by Block IIR series satellites (or other satellite series before it),
e.g. navigation signals broadcasted by L1 frequency and L2 frequency. For modern
GPS satellites, new military M code has been added in addition to the L1 and L2
frequencies, and three civil signals L2C, L5 and L1C have been added as well [3].
All carrier frequencies are modulated by dedicated Pseudo Random Noise
(PRN) code, navigation message are used for each satellite, and the CDMA mul-
tiplexed mode has been used. Various parameters of present GPS signals are shown
in Table 1.3 [3].

The initial GPS system has two ranging codes: Course-Acquisition code (C/A
code) and Precision code (P code). The GPS navigation message sets data at a
50 Hz rate, and through the corresponding modulation method, it is modulated onto
the 1.023 MHz C/A code and the 10.23 MHz P code.

1.4.2 Transmission Carrier

As described above, modern GPS signals are composed of three carrier frequencies:
L1, L2, and L5. The reference clock frequency for the signals is f0 ¼ 1:023MHz,
and various frequencies needed are generated using a frequency synthesizer. The
center frequency of L1 is 1575.43 MHz, and its wavelength is 19 cm. The center
frequency of L2 is 1227.6 MHz, and its wavelength is 24 cm. The center frequency
of L5 is 1176.45 MHz, and its wavelength is 26 cm.

Table 1.3 Related parameters of GPS signals

Codes Carrier frequency (MHz) Modulation
type

Chip rate (Mcps) Chip length

L1C/A 1575.42 BPSK 1.023 1023

L1P BPSK 10.23 6.187104e12

L1M BOC 5.115 Undisclosed

L1C MBOC 1.023 10230

L2P 1227.6 BPSK 10.23 6.187104e12

L2CM BPSK 0.5115 10230

L2CL 767250

L2M BOC 5.115 Undisclosed

L5 1176.45 QPSK 10.23 10230

1.4 GNSS Signals 9
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We highlight the L1 and the L5 frequency signals here. The L1 frequency
provides two ranging code signals: the C/A code and the P code. The L5 frequency
provides ranging code and synchronization code. On the L1 frequency, the C/A
code and the P code are orthogonal to each other, and a single satellite’s transmitted
signal can be expressed as

SL1 tð Þ = APP tð ÞD tð Þ cos 2pf1tþ/ð ÞþACc tð ÞD tð Þ sin 2 pf1tþ/ð Þ ð1:1Þ

where SL1 tð Þ is the L1 frequency signal; Ap is the P code amplitude; P tð Þ ¼ �1
denotes the P code; D tð Þ ¼ �1 denotes the data code; f1 is the L1 carrier frequency;
/ is the initial phase; AC is the C/A code amplitude; c tð Þ ¼ �1 denotes the C/A
code.

The L5 signal is composed of two components with equal magnitudes and in a
phase quadrature relationship. Between the two components, one component carries
navigation information, which is also known as the data channel. And the other
channel that does not carry navigation information is known as the pilot channel or
dataless channel [3]. A single satellite’s transmitted L5 signal can be defined as

SL5ðtÞ ¼ dðtÞNH10ðtÞcIðtÞ cosð2pf5tþ/ÞþNH20ðtÞcQðtÞ sinð2pf5tþ/Þ ð1:2Þ

where SL5ðtÞ is the L5 frequency signal; dðtÞ is the navigation data stream after
encoding; NH10ðtÞ and NH20ðtÞ are the NH codes with 10-symbol and 20-symbol
periods, and they can also be called the synchronization code; cI(t) is the PRN code
of the data channel; cQ(t) is the PRN code of the pilot channel. Each satellite has a
pair of unique cI(t) and cQ(t) codes, but cI(t) and cQ(t) are not correlated to each
other, and the PRN codes of different satellites are not correlated either; f5 is the L5
frequency; / is the initial phase.

Due to the use of spread spectrum, the signals are very weak, and far below the
noise level. At the same time, due to relative movement between satellites and
receivers, the Doppler effect ensues.

1.4.3 Ranging Code

The C/A code is a short code, with 1.023 MHz chip rate, 1023 chip length, and
1 ms chip period. The main reason for using a short code length is to facilitate a fast
signal acquisition. Different satellites use different C/A codes.

The C/A code generator is composed of two sets of 10-stage shift registers: G1

and G2, as shown in Fig. 1.4. The characteristic polynomials for the two 10-stage
linear feedback shift registers G1, G2 can be expressed as

G1 ¼ 1þ x3 þ x10 ð1:3Þ
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G2 ¼ 1þ x2 þ x3 þ x6 þ x8 þ x9 þ x10 ð1:4Þ

where G1 and G2 can both generate 1023-bit long maximal linear shift register
sequence (m sequence), and the initial conditions are both 1, which can usually be
depicted using a polynomial form 1þ P

xi, where xi refers to the i th stage’s output
by a modulo-2 addition (XOR) input shift register, and 1 refers to feed the output of
the adder to the first stage. The C/A code of every satellite is obtained by XORing
G2’s and G1’s direct output sequences. G2’s delay effect is obtained by selecting the
positions of the two taps and performing an XOR operation, so the result is still a
Pseudo-random code sequence with a changed phase. The C/A codes for different
satellites are produced by using different tapping method, and the tapping method
for every satellite can be seen found in reference [1, 2].

Different GNSS signals can be detected and distinguished by utilizing the
characteristics that the C/A codes have good autocorrelation and cross-correlation
and each GNSS signal’s C/A code is different. This is the basic working principle of
GNSS receivers.

ICD-GPS-200 stipulates that the C/A code is generated by forming a time delay
through two taps of the shift register G2, therefore there are only 45 Gold code
combinations. Among them, 32 Gold codes associated with the best characteristics
are used for space GNSS signals. Since the C/A code has the characteristics of
circulation correlation, when we study correlation functions for the C/A code, we
essentially only consider its characteristics inside one period. When the delay time
is within a C/A code period, the autocorrelation function of the C/A can be
approximated as

RðsÞ ¼ 1� sj j
TC

sj j6TC
0 others

�
ð1:5Þ

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9 10

1.023MHz

G1

G2

Reset 1 

C/A Code

Fig. 1.4 C/A code generator
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where TC is the chip length of the C/A code and s represents the time delay in the
autocorrelation function.

Different GNSS satellites are allocated with different C/A codes. In the process
of de-spreading, a receiver generates all satellites’ C/A codes locally, and then
makes phase shifts in order to perform correlation calculation with received GNSS
signals. Since autocorrelation is strong with the C/A code sent by the corresponding
satellite, a peak value is formed when the phase delays are the same. While for
different satellites, the cross-correlation coefficients are very small. Consequently,
by using the C/A codes’ autocorrelation and cross-correlation characteristics, dif-
ferent GNSS signals can be distinguished. Figure 1.5 compares autocorrelation and
cross-correlation functions for GNSS signal’s C/A codes.

The power of a GPS/GNSS signal’s C/A code is approximately −160 dBw,
therefore its carrier-to-noise ratio (CNR) is 45.2 dB-Hz. The navigation message,
obtained by the receiver terminal after de-spreading and demodulation, has a 50 Hz
chip rate, while the chip rate for the C/A code is 1.023 MHz. Consequently the C/A
code has approximately 43 dB of spread spectrum processing gain. After
de-spreading, the signal-to-noise ratio (SNR) is approximately 25.2 dB, which is
sufficient to ensure that the receiver can perform normally when receiving weak
signals.

The chip rate of the P code is 10.23 MHz. The spectral width of the main lobe is
20.46 MHz and it is generated by two PRN code sequences with the same chip
rates. The first pseudo noise sequence has a length of 15 345 000 chips, and the
length for the other one is 15 345 037 chips. The difference between both
sequences’ lengths is 37 chips, and the lengths for both sequences are mutually
prime to each other. Consequently, the synthesis code for the two codes has a chip
length of 23 017 555.5 s, which is a little longer than 38 weeks. Since the code is
reset once a week, the actual P code chip length is 1 week. The 38-week long code
is divided into 37 different P codes, so that each satellite can use different part of the
same long code.
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Fig. 1.5 Correlation characteristics of C/A codes
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1.4.4 Navigation Message

Navigation message is the navigation positioning data sent to users in the form of
binary codes. It is mainly composed of satellite ephemeris, clock bias correction
parameters, signal propagation delay parameters, satellite status information, time
synchronization information, and an almanac for all satellites. The navigation
message is transmitted to users through pseudo random code after spread spectrum
modulation. A receiver performs demodulation on the received signals, so the
related navigation message can be obtained, and the position information for the
receiver can be calculated.

One basic unit of the navigation message is the mainframe. Each mainframe has
a length of 1500 bits, which can be further divided into five sub-frames. Each
sub-frame contains 10 words, and every word contains 30-bit navigation data. The
format of a navigation message is shown in Fig. 1.6. Since the navigation mes-
sage’s transmission rate is 50 bits/s, 6 s is needed to transmit a sub-frame, and 30 s
is needed to transmit a main frame. The first two words in each sub-frame are a
telemetry word (TLM) and a handover word (HOW). The first 8 bits of the TLM is
the synchronization header. The first 17 bits of the HOW is the time of the week
(TOW) count, using 6 s as the unit, and the 20th–22nd bits are used for sub-frame
ID.

The reminder of the message constitutes the first and second data blocks, which
include satellite clock calibration parameters, clock reference time, atmospheric
correction parameters, and satellite ephemeris or orbit parameters. The sub-frame 4
and 5 constitute the third data block, which carries the almanac information for all
GPS satellites. Consequently, to accurately calculate the satellite ephemeris data,
the complete data for at least the first three sub-frames is needed.
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Fig. 1.6 Navigation message structure
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1.5 GNSS Receiver

1.5.1 Types of GNSS Receivers

A GPS signal receiver is the terminal device used to implement GPS satellite
navigation positioning. It is a type of wireless receiver equipment used for
receiving, tracking, converting and measuring GPS positioning signals. It has all the
characteristics of commonly used wireless receiver equipments, and is capable of
acquiring, tracking and processing weak GPS signals.

GPS receivers can be categorized into the following types:

1. Categorization based on working principles

For GPS satellite measurement techniques based on the passive ranging prin-
ciple, the key is how to measure the distance between a GPS signal receiver antenna
and the GPS satellites. Based on different ranging signals used for measuring
distance, GPS receivers can be classified as below: ① Code phase receivers use the
ranging code to determine the time delay for a satellite signal to reach the receiver.
Its real-time positioning precision is relatively low (generally around 10 m). But
this type of receiver is very cheap, so it has been widely applied. ② Carrier phase
receivers compares the reference carrier signal generated by the receiver and the
received carrier signal with Doppler shift. This type of receiver has better posi-
tioning precision than the code phase type, and it is mainly used for precise geodetic
and engineering survey applications. This type of receiver has a complex structure
and is fairly expensive.

2. Categorization based on applications

Since GPS signal receivers can measure its moving carrier’s parameters under all
weather conditions, at anytime, anywhere with high-precision, they can be classi-
fied based on the applications as below: ① geodetic receivers; ② navigation
receivers; ③ timing receivers.

3. Categorization based on the number of used carrier frequencies

Based on the number of used carrier frequencies, the receivers can be classified
as: ① A single-frequency receiver uses only a single carrier frequency signal to
perform navigation positioning measurement. ② A multi-frequency receiver
simultaneously uses multiple frequencies to provide navigation positioning
measurement.

4. Categorization based on the number of used GNSS

Based on how many GNSS are used, receivers can be classified as: ① A
single-mode receiver only uses a single GNSS system to provide navigation
positioning measurements. ② A multi-mode receiver simultaneously uses multiple
GNSS systems to provide navigation positioning measurements, e.g. a GPS/Beidou
double-mode receiver.
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1.5.2 Working Principle of GNSS Receivers

To use the working principle of a code phase receiver as an example, a satellite
navigation signal, after being transmitted by an antenna, goes through the iono-
sphere and the troposphere to reach the frontend of a RF antenna. After
down-conversion and A/D conversion, the received RF signal is amplified, and
converted to a digital intermediate frequency (IF) signal. A software receiver
acquires the received signal and obtains the satellite’s assigned serial number, initial
code phase shift, and the corresponding signal frequency containing Doppler shift
components. Then the above parameters are sent to the tracking module, to estimate
each satellite’s precise code phase shift and precise signal frequency containing
Doppler shift components. The data is then demodulated. At the same time, the
synchronization head of the demodulated data can be found using the navigation
message’s preamble, and then the navigation message can be decoded based on the
synchronized data. And these can be combined with the code phase shift to cal-
culate the Pseudo-range value. Finally, the Pseudorange value is used to calculate
the position of the user receiver.

1. Acquisition

The objective of acquisition is to obtain the satellite’s assigned serial number,
the initial code phase shift and a rough estimation on the signal frequency con-
taining Doppler shift components, in order to provide initial values for the tracking
loop.

Signal acquisition inside the GPS receiver can be regarded as a three dimen-
sional search: the first dimension is PRN code; the second dimension is spread code
phase; and the third dimension is Doppler frequency shift.

For the PRN code, if there is no supplemental information available when a
receiver turns on, and there is no knowledge on the present satellite constellation
distribution, then the number of all PRN codes is 32. Under the circumstance,
possible PRN codes must be tried one by one exhaustively. This is called a
Cold-Start since no prior information can be leveraged. If supplemental information
can reduce the search volume, then the search time can be reduced significantly. For
example, the Warm-Start or Hot-Start, using existing historic almanac or ephemeris
data and the local time, and under the condition of knowing the approximate
position, can approximately derive the GPS constellation distribution under the
current zenith. Thus it greatly reduces the search space of PRN codes, so the time
required for the search process can be shortened significantly.

For searching the pseudorandom spreading code phase, firstly local spreading
codes need to be generated. By setting different local spreading code phases, the
correlations between the local spreading codes and the input signal are calculated.
Due to the strong autocorrelation of the spreading code, strong correlation can only
be produced when the phase of a local code and the input signal’s spreading code
are aligned. Once the corresponding correlation value for a spreading code phase
surpasses a preset threshold value, the correct local spreading code phase can be
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regarded as being identified. Since the position of the corresponding peak is very
sensitive to the phases, we would lose the peak quickly if the phase difference is
more than one chip. Consequently, once a related higher peak appears, the differ-
ence between the spreading code phase of the input signal and the local spreading
code can be regarded as within one chip.

For Doppler frequency search, the local carrier is generated and adjusted first,
and then it is multiplied with the input signal. If a local carrier and the carrier of the
input signal are very similar to each other, the high frequency carrier components in
the input signal can be removed. Since possible carrier frequencies for the input
signal are not known in advance, different local carrier frequency values need to be
tried. In addition, since Doppler frequency shift can be generated due to relative
movements between receivers and satellites, all possible Doppler frequencies need
to be covered as well, and an usual range of ±10 kHz [1] is used. The selection of
the frequency step is a compromise between search sensitivity and search effi-
ciency: for a fixed frequency search interval, a smaller frequency step increases the
number of searches needed, thus directly increases the workload needed to cover
the whole frequency search range, leading to a prolonged search time. But it has the
benefit of increased search precision. Figure 1.7 illustrates an acquisition search.

Presently, commonly used signal acquisition methods include traditional
time-domain sliding correlation acquisition, parallel time domain sliding correlation
acquisition, and FFT parallel acquisition. Among them, the time domain sliding
correlation acquisition method is most straightforward, but the acquisition time is
longer. The other two methods can reduce acquisition time using parallelization.
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Fig. 1.7 GPS acquisition search
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(1) Traditional Time Domain Sliding Correlation Acquisition

The time domain sliding correlation acquisition method is a method to obtain
correlation by performing a sliding operation on the C/A code in the time domain,
and then acquiring the GPS signal. The working principle is to acquire a satellite
signal, and then the receiver inputs the satellite signal into the acquisition function
module after mixing and sampling. Simultaneously, within the frequency search
range, the local carrier frequency is determined, and then the satellite’s C/A code
can be reproduced locally. After setting the local carrier frequency and the C/A
code, the received satellite signal can be multiplied with the local carrier, so the
carrier can be separated from the signal. Then the correlation calculation is per-
formed with the local C/A code to finally detect the peak value of the correlation
calculation, and record the corresponding C/A code phase of the peak value.
According to the autocorrelation characteristics of the C/A code, when the locally
generated C/A code phase is the same as the input C/A ode phase, the correlation is
at its maximum. Otherwise, the correlation value decreases. To compare the cor-
relation value to a threshold, if it is larger, then the acquisition is successful.
Otherwise, the C/A code phase needs to be changed. If all possible code phases for
a frequency have been tried out, but no peak value has been found to surpass the
threshold, then the local carrier frequency is not accurate enough to demodulate the
carrier frequency. In that case, the local carrier frequency can increase or decrease
by a given step size, and the above procedure can be repeated. In this fashion, the
search is conducted inside the frequency range, until the correlation peak value can
be acquired and the current local carrier frequency can be recorded. The frequency
shift and the initial position of the C/A code caused by the Doppler effect can be
reduced by repeated computations.

(2) Parallel Time Domain Sliding Correlation Acquisition

The time consumed for acquisition is determined by the time consumed for C/A
code correlation calculation. Under the premise that there is no means to reduce the
number of correlation calculations, to adopt a parallel computational structure helps
to reduce the computation time. There are three types of parallel acquisition: C/A
code parallel acquisition, carrier parallel acquisition, and simultaneous parallel
acquisitions of the C/A code and the carrier.

The C/A code parallel acquisition method adds N code correlators on the basis of
the traditional time-domain sliding correlation method. That is to add N − 1
computation channels in addition to the original correlation computation channel.
The C/A code correlation computations for N shifts can be performed in parallel. If
N results surpass a threshold, then the C/A code’s initial position information can be
obtained from the acquisition process. If the results do not surpass the threshold,
then all N channels would update the C/A code after shifting. Consequently the
acquisition speed of the method is N times faster than that of the traditional method.

The approach of carrier parallel acquisition is similar. The only difference is that
the parallel computations are performed on the carrier instead of on the C/A code.
In the process of satellite signal demodulation, multiple carrier signals are generated
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and the demodulated signals are fed into multiple correlators, to perform correlation
computations with the same C/A code signal.

By performing simultaneous parallel acquisitions on the C/A code and the
carrier, the results can be combined. By adopting multiple local NCOs
(Numerically Controlled Oscillator) and code correlators, shifts of the carrier and
the C/A code can be performed in parallel. Compared with the traditional acqui-
sition method, the time needed for the method can be reduced significantly, but its
hardware structure tends to be complex, so more resources are consumed.

(3) FFT Parallel Acquisition

For the time domain sliding correlation acquisition method, the acquisition
process is a process to reproduce different C/A code phases and local carriers, and
then perform correlation computations with the GPS after the sampling to obtain the
maximum value. The algorithm is very easy to implement, but the required amount
of computations is larger, and the computation time is longer. To achieve rapid
acquisition of GPS signals, the parallel acquisition method based on FFT can be
used to significantly reduce acquisition time [7].

2. Tracking

After acquiring the satellite signal, the initial estimates on the frequency and the
code phase for the input signal carrying Doppler components are obtained and fed
into the receiver’s tracking module. The role of the tracking loop is to track the C/A
code’s initial phase and the signal frequency carrying Doppler components, and to
perform the accurate synchronization between the receiver’s local signal and the
input signal. After the tracking loop finishes the satellite signal tracking, accurate
navigation messages can be extracted. Thus the accurate positions of the satellite
and the receiver can be calculated. The satellite signal tracking loop is composed of
two loops: the carrier tracking loop and the code tracking loop. The carrier tracking
loop performs the synchronization on the carrier frequency and carrier phase, while
the code tracking loop aims to obtain the C/A code phase in the satellite signal.

Figure 1.8 illustrates the working principle of the tracking loop. Firstly, the input
signal multiplies with the local carrier’s quadrature and in-phase components to
demodulate the carrier, and two channels of mixed signals can be obtained. Then,
by multiplying the local C/A code with the signal after the mixing, the satellite
signal is de-spreaded, and low-pass filters are used to filter out the high-frequency
components of the mixed signals. The discriminator gives the phase difference
between the modulating carrier in the signal and the local carrier. The main role of
the loop filter is to reduce noise, and to ensure that an accurate estimate on the
original signal’s carrier frequency can be obtained. The filter’s order and noise
bandwidth also determine the dynamic range of the tracking loop. The error signal
can be generated by subtracting the loop filter’s output signal and the original
signal, and the error signal is fed back to the filter’s input to form a closed
loop. After the phase difference message passes the loop filter, the output
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information is fed back to a numerical digital controlled oscillator (NCO). This is
used to correct the local carrier, to achieve the objective of carrier tracking.

Figure 1.9 shows the working principle of the code tracking loop. I and
Q represent the quadrature and in-phase components respectively. E, P and
L represent the local C/A code as the early code, the prompt code and the late code.
The accumulators in the loop, i.e. pre-detection integrator, code discriminator and
code loop filter, determine the characteristics of the code tracking loop.

After multiplying the input signal of the tracking loop and the straightly aligned
carrier, the input is demodulated onto the baseband. Then it multiplies with the
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three locally generated C/A code variations (the early code, the late code and the
prompt code). The integral accumulation is then performed, i.e. calculating the
correlations between the demodulated signal and the three variations of the C/A
codes. The locally generated C/A code’s chip rate can be adjusted based on the
correlation values of the three C/A code variations, and the code sequence’s
positions can be changed to maintain the same correlation values for the early and
late codes, thus the correlation value for the prompt code is kept at the maximum.
Figure 1.10 shows the chip positions where the correlation values for the late code
and the prompt code are the maximum.

In Fig. 1.10a, the late code’s correlation value reaches the maximum, verifying
that at the present time, the code phase’s correlation value has already advanced, so
the code phase needs to be adjusted. The results in Fig. 1.10b are obtained after the
code phase adjustment. At the time the correlation peak values for the early and late
codes are the same, and the prompt code’s correlation peak value reaches the
maximum, therefore the loop tracking performs properly.

The carrier tracking loop provides the local carrier information for the code loop,
and the code loop also provides the code phase delay information for the carrier
tracking loop. Essentially, the implementation mechanism for the carrier tracking
loop and the code tracking are the same. Figure 1.11 shows the coupling structure
of the two tracking loops in GNSS.

3. Positioning Solution Algorithm

There are many methods to perform positioning using GPS. They can be cate-
gorized as two types, i.e. absolute positioning and relative positioning, based on
different reference points. The absolute positioning methods determine the position
of the station relative to the Earth’s center of mass, in the protocol earth coordinate
system (i.e. WGS-84 coordinate system). In this case, it can be regarded that the
reference point coincides with the geocenter. The relative positioning methods
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determine the relative position between the station and a ground reference point, in
the WGS-84 coordinate system.

The main roles of the positioning module in the GNSS receiver include:

(1) Find the synchronization header of the navigation message after the tracking
demodulation.

(2) Perform bit and frame synchronizations.
(3) Calculate the initial pseudorange from the satellite to the receiver using the

precise code phase shift and synchronization header position.
(4) Use the error correct parameters to eliminate errors caused by factors affecting

positioning accuracy such as satellite clock difference, Ionospheric and tropo-
spheric errors, and perform pseudorange adjustment to calculate the accurate
satellite position at a given time.

(5) Based on the satellite position, nonlinear least squares criterion is used to
calculate the position of the user receiver. For user position calculation, four
unknown parameters (i.e. three dimensional coordinates and receiver clock
difference) need to be solved. Consequently, to determine a user’s position,
generally signals from more than four satellites are needed.

After the pseudorange adjustment, the corresponding pseudoranges for the four
GNSS signals can be calculated as ðqA1; qA2; qA3; qA4Þ, the equivalent distance for
the receiver clock bias is bA, and then the positioning equations become:
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qA1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � x1Þ2 þðyA � y1Þ2 þðzA � z1Þ2

q
þ bA

qA2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � x2Þ2 þðyA � y2Þ2 þðzA � z2Þ2

q
þ bA

qA3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � x3Þ2 þðyA � y3Þ2 þðzA � z3Þ2

q
þ bA

qA4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � x4Þ2 þðyA � y4Þ2 þðzA � z4Þ2

q
þ bA

ð1:6Þ

where ðxA; yA; zAÞ is the receiver’s coordinates under the WGS-84 coordinate
system; and ðxi; yi; ziÞ is the ith satellite’s coordinates under the WGS-84 coordinate
system.

By solving the above equations, parameters such as the receiver’s position can
be obtained. But the equations are nonlinear. To use the pseudorange positioning
algorithm, the nonlinear equations need to be linearized. Processing methods
include the iterative method and the direct solution algorithm. The iterative posi-
tioning algorithm needs the initial user position, and is highly dependent on the
initial value: if the initial value has a larger deviation, then the number of iterations
and the amount of computations would increase. The direct solution method does
not need any iteration and the initial user position, and its computation is simple and
the real-time performance is very good. But pseudoranges from at least five
satellites are required.

For the iterative positioning algorithm, an initial position ðxA0; yA0; zA0Þ of a
receiver is identified to start the linearization, and usually the center of the earth
ð0; 0; 0Þ is selected. By defining increment formula as:

xA1 ¼ xA0 þDxA
yA1 ¼ yA0 þDyA
zA1 ¼ zA0 þDzA

8><
>:

ð1:7Þ

By performing a first-order Taylor expansion on the nonlinear parts in the
Eq. (1.6) at ðxA0; yA0; zA0Þ, the following can be derived:

qA1 ¼ q0A1 þ
xA0 � x1
q0A1

DxA þ yA0 � y1
q0A1

DyA þ zA0 � z1
q0A1

DzA þ bA

qA2 ¼ q0A2 þ
xA0 � x2
q0A2

DxA þ yA0 � y2
q0A2

DyA þ zA0 � z2
q0A2

DzA þ bA

qA3 ¼ q0A3 þ
xA0 � x3
q0A3

DxA þ yA0 � y3
q0A3

DyA þ zA0 � z3
q0A3

DzA þ bA

qA4 ¼ q0A4 þ
xA0 � x4
q0A4

DxA þ yA0 � y4
q0A4

DyA þ zA0 � z4
q0A4

DzA þ bA

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð1:8Þ
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where

q0A1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA0 � x1Þ2 þðyA0 � y1Þ2 þðzA0 � z1Þ2

q

q0A2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA0 � x2Þ2 þðyA0 � y2Þ2 þðzA0 � z2Þ2

q

q0A3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA0 � x3Þ2 þðyA0 � y3Þ2 þðzA0 � z3Þ2

q

q0A4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA0 � x4Þ2 þðyA0 � y4Þ2 þðzA0 � z4Þ2

q

8>>>>>>>><
>>>>>>>>:

ð1:9Þ

The non-linear equations are converted into a set of linear equations, and then
they can be solved using an iterative algorithm.

After receiving and obtaining the pseudo-ranges from at least 5 satellites, the
direct positioning algorithm can be used. The direct positioning method performs
transposition square on the Pseudo-range equations first to obtain:

ðqA1 � bAÞ2 ¼ ðxA � x1Þ2 þðyA � y1Þ2 þðzA � z1Þ2

ðqA2 � bAÞ2 ¼ ðxA � x2Þ2 þðyA � y2Þ2 þðzA � z2Þ2

ðqA3 � bAÞ2 ¼ ðxA � x3Þ2 þðyA � y3Þ2 þðzA � z3Þ2

ðqA4 � bAÞ2 ¼ ðxA � x4Þ2 þðyA � y4Þ2 þðzA � z4Þ2

ðqA5 � bAÞ2 ¼ ðxA � x5Þ2 þðyA � y5Þ2 þðzA � z5Þ2

8>>>>>>><
>>>>>>>:

ð1:10Þ

where qA5 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxA � x5Þ2 þðyA � y5Þ2 þðzA � z5Þ2

q
þ bA.

By subtracting the first equation from all the other equations, the pseudo-range
equations can be linearized. Given that r2i ¼ x2i þ y2i þ z2i , the equations have the
forms below after the subtraction:

2ðx2 � x1ÞxA þ 2ðy2 � y1ÞyA þ 2ðz2 � z1ÞzA � 2ðqA2 � qA1ÞbA ¼ ðr22 � r21Þ � ðq2A2 � q2A1Þ
2ðx3 � x1ÞxA þ 2ðy3 � y1ÞyA þ 2ðz3 � z1ÞzA � 2ðqA3 � qA1ÞbA ¼ ðr23 � r21Þ � ðq2A3 � q2A1Þ
2ðx4 � x1ÞxA þ 2ðy4 � y1ÞyA þ 2ðz4 � z1ÞzA � 2ðqA4 � qA1ÞbA ¼ ðr24 � r21Þ � ðq2A4 � q2A1Þ
2ðx5 � x1ÞxA þ 2ðy5 � y1ÞyA þ 2ðz5 � z1ÞzA � 2ðqA5 � qA1ÞbA ¼ ðr25 � r21Þ � ðq2A5 � q2A1Þ

8>>><
>>>:

ð1:11Þ

Then, by solving the above linear equations, the parameters such as receiver
position and clock bias can be obtained. When the number of satellite
pseudo-ranges obtained by the receiver is larger than the minimum requirement, the
least squares algorithm is commonly used to take advantage of pseudo-ranges to
further improve ranging precision [1].
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1.6 The Impacts of Interference on GNSS Receivers

Since GNSS usually uses the CDMA multi-access technology, a periodic pseu-
dorandom spreading code is used for spread spectrum modulation on the trans-
mitter, and the same pseudorandom spreading code is used for de-spreading based
on correlation on the receiver. After the spreading spectrum modulation, the
information energy is evenly distributed on a wider bandwidth, and the power
spectral density decreases. After the spread spectrum signal de-spreading, the
wideband signal is reconstituted into a narrow band signal, and the power spectral
density increases. Consequently the spread spectrum technology itself carries cer-
tain interference mitigation capability. Nevertheless, the distance between the
satellite and the receiver is very far and the satellite’s transmitting power is rather
low. One analogy to illustrate this phenomenon is to watch a 50 W light bulb from
approximately 20,000 km away, as shown in Fig. 1.12. Similarly, the GNSS signal
received by the receiver is very weak, usually submerged in the thermal noise on
the receiver. When the receiver is under the impacts of various intentional and
unintentional RF interferences, the GNSS signal cannot be extracted from the noise,
finally leading to a decrease of positioning accuracy and locking loss on the
tracking loop. Sometimes even the satellite cannot be acquired normally [8–10].

Interference on GNSS receivers can be categorized into two types: intentional
and unintentional interference, as shown in Fig. 1.13. Intentional interference
includes jamming and spoofing; while unintentional interference includes Radio
Frequency Interference (RFI), multipath interference, and in-band pulse interfer-
ence etc.

Jammer mainly transmits high-power interference signal to jam the GNSS signal
at a receiver’s front end, so the receiver cannot accurately acquire and track the
GNSS signal [8–11]. A jammer only needs to overlay its high-power random
waveform signal with the GNSS signal on the frequency spectrum, so the technical
difficulty of implementation is low. Jamming can be further categorized as nar-
rowband interference (aiming) and wideband interference (blocking).

Based on the motion state of a receiver relative to the interference, the inter-
ference can be classified as low or high dynamic interference [12]. In a high
dynamic environment, a GNSS receiver experiences significant changes on its
motion velocity and rate of velocity change, which impact the receiver’s acquisi-
tion, tracking, and positioning, leading to serious degradation on the performance of
traditional adaptive interference mitigation techniques. This is because under high
dynamic conditions, due to high-speed motion or rotation of a receiver platform, the

Approximately
20 000km

50WFig. 1.12 An analogy on
GNSS received signal
strength
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incoming direction of the interference related to the receiver experiences rapid
changes. Since the actual adaptive process requires stable signals, only few data
snapshots can be used to estimate the adaptive weight values. Under the condition,
if a regular adaptive beamforming method is used, the null formed around the
interference direction is too narrow. The interference could then easily shift out of
the null zone and avoid suppression, leading to the failure of regular adaptive
method.

Spoofing transmits fake signals similar to the GNSS signal to disrupt the
receiver, making it to generate faulty positioning information, or even take control
of the targeted receiver [13, 14]. Based on different working principles, spoofing
techniques can be further classified as “generating” or “meaconing” types. To use
the “generating” interference, the GNSS signal structure must be grasped, so the
implementation difficulty is high. The “meaconing” interference, after intercepting
the receiver’s GNSS signal, delays and amplifies the signal and then forwards to the
target GNSS receiver, causing the target receiver to miscalculate the signal prop-
agation time from the satellite to the receiver, and leading to a faulty positioning.
Compared with the “generating” interference, the implementation difficulty of the
“meaconing” type is much lower.

Multipath interference refers to the phenomenon that when a signal transmitted
by a satellite, after being reflected by the objects around the receiver antenna,
arrives at the receiver at the same time as the signal following a direct path. This
changes the phase discrimination characteristics at the receiving loop, leading to
positioning errors [15–17]. The existing study results have shown that the pseu-
dorange errors produced by multipath interference can range from several meters to
even hundreds of meters. In addition, for geodetic receivers with higher precision
requirements, the impacts of multipath interference are greater. Consequently,
multipath interference mitigation is one of the hot topics in the GNSS receiver
design field.

GNSS Signal

Intentional
Interference

Spoofing

Unintentional
InterferenceIn-band Pulsed Interference

DME TACAN etc.
Multipath

Interference

GNSS Receiver

Jamming

Radio Frequency 

Interference
RFI

Fig. 1.13 Different types of GNSS interference
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Different from the continuous interference on the time domain, the pulse inter-
ference appears from time to time. When the power of pulse interference is large, it
leads to decoding difficulties for GNSS receivers as well, or even make them stop
normal operation. A typical pulse interference is the DME/TACAN (Distance
Measuring Equipment/ Tactical Air Navigation System) interference [18, 19] that
overlaps with the working frequencies of the GNSS GPS L5 signal, the Galileo E5
signal, and the Beidou B2 signal.

To understand the impacts of interference on the receivers more intuitively, we
use the jamming as an example for illustration. In a single antenna structure system,
8 simulated satellite signals with a −20 dB Signal-to-Noise Ratio (SNR) are gen-
erated, and they are PRN1, PRN2, PRN3, PRN6, PRN14, PRN20, PRN22 and
PRN25 respectively. By adding a narrowband continuous wave interference, and
increasing the Interference-to-Signal Ratio (ISR) until we cannot acquire GNSS
signals. The acquisition results based on different ISR conditions are obtained as
shown in Fig. 1.1.

It can be seen from Fig. 1.14 that, as the SIR increases, the number of acquired
satellites reduces significantly. When the SIR is 28 dB, only some satellites can be
acquired and when the SIR reaches 32 dB, no satellites can be acquired normally.

This shows that various types of interference pose serious threats on GNSS
systems. In November 2013, during the PNT (Positioning, Navigation, and Timing)
workshop hosted by Stanford University, a report written by FAA in US clearly
pointed out that “GNSS is vulnerable because it is so valuable!”. In the Fourth
Chinese National Conference on GNSS in May 2013, the conference report written
by Yang Yuanxi, a Beidou satellite navigation expert and a fellow of the Chinese
Academy of Sciences, also pointed out that interference mitigation is one of the few
main problems faced by GNSS. In recent years, supported by multiple
national-level projects, the Civil Aviation University of China where the authors
have been working at, has been conducting studies on GNSS adaptive interference
mitigation, and has made a series of achievements. The national-level research
projects include one national outstanding youth fund project, an oversea out-
standing young scholars funds collaborative research project, a national “863”
high-tech project, and four National Natural Science Foundation projects etc.
A series of research achievements on topics such as low dynamic jamming sup-
pression [20, 21], high dynamic jamming suppression [22–26], spoofing counter-
measures [27–29], multipath interference suppression [30–35] and pulse
interference suppression [36–39] have been achieved. In later parts of the book, we
will elaborate on related interference mitigation algorithms for different types of
interferences and different application scenarios.
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1.7 Summary

Firstly, this chapter briefly introduces the GNSS and its development status. Then,
using the GPS as an example, we briefly present the basic principles of GNSS from
various perspectives such as the composition, the signal structure, and the char-
acteristics of GNSS, and the basic principles on GNSS receivers. Finally, we
present the impacts of interference on GNSS receivers, and elaborate the necessity
of GNSS interference mitigation. The simple introductions on the principles in this
chapter lay a foundation for incoming chapters in which we will present various
satellite interference mitigation techniques.
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Chapter 2
Jamming Suppression

2.1 Introduction

The vulnerabilities of GNSS systems expose them to impacts from various inten-
tional and unintentional interferences. Of these various interferences, jamming is
the most common type, which mainly includes narrowband jamming and wideband
jamming. Even though GNSS adopts spread spectrum technology so that it has
certain capability of interference mitigation, this capability is constrained by
spreading gain. Usually the power of jamming is much larger than the power of the
GNSS signal. Under these conditions, the jamming power, even after de-spreading,
is still much larger than the signal power, and consequently a receiver cannot
acquire GNSS signal.

Techniques used for GNSS jamming mitigation can be roughly divided into
three categories: temporal domain and frequency domain filtering techniques,
spatial domain filtering techniques, and space-time domain joint filtering tech-
niques. Temporal domain and frequency domain filtering techniques [1–7] have the
advantages of low cost and simplicity. But when there are multiple narrowband
jammings or one single wideband jamming (temporal domain wideband signal),
these techniques cannot deliver effective jamming suppression performance. Space
filtering technique is a commonly used jamming mitigation approach. It can
effectively suppress narrowband and wideband jammings (array wideband signals)
using adaptive antenna arrays. Existing space filtering techniques include power
minimization algorithm (also known as power inversion algorithm) [8–11], Capon
algorithm [12, 13], and blind adaptive beamforming method using GNSS signal
characteristic (the known spread spectrum code characteristic of periodic repetition)
[14, 15]. However, only space filtering technique consumes one degree of freedom
to suppress one narrowband jamming. To suppress wideband jamming, the number

The original version of this chapter was revised: For detailed information please see Erratum.
The erratum to this chapter is available at https://doi.org/10.1007/978-981-10-5571-3_7

© Science Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Wu et al., Adaptive Interference Mitigation in GNSS, Navigation:
Science and Technology, https://doi.org/10.1007/978-981-10-5571-3_2

31



www.manaraa.com

of antenna array elements needs to be increased. This increases the cost of GNSS
receivers and also is difficult to implement in the case of restricted antenna aperture
(e.g. airborne and missile-borne conformal arrays). Space Time Adaptive
Processing (STAP), which was originally designed for Airborne Early Warning
(AEW) radar to suppress ground clutter [16, 17], can be used to solve the above
problem. This technique, under the premise of not increasing the number of array
elements, can increase the degree of freedom of an adaptive filtering system by
using multiple taps.

Due to the limitations of temporal domain and frequency domain techniques, this
chapter only briefly introduces the temporal domain and frequency domain filtering
techniques, and highlights the spatial domain and space-time filtering techniques.
First, we introduce the general model for array signal processing, then we introduce
the conventional spatial domain adaptive filtering technique. Secondly we study
two methods that use array signal processing gain to improve GNSS signal’s
carrier-to-noise ratio (CNR) [18]. Based on this foundation, we list an implemen-
tation scheme for a type of digital multi-beam jamming mitigation receiver and its
experiment results. Finally, we study the space-time adaptive filtering algorithm and
the corresponding reduced rank algorithm and equalization algorithm.

2.2 Temporal Domain and Frequency Domain Adaptive
Filtering

Temporal domain and frequency domain filtering methods were the earliest GNSS
jamming mitigation algorithms. The temporal domain filtering method suppresses
the jamming signal by designing adaptive temporal domain filtering. Frequency
domain filtering method first converts the signal into frequency domain for pro-
cessing, then a threshold can be set, and all spectrum values larger than the
threshold are set to be zero to suppress jamming signals. Compared with the
temporal domain filtering algorithm, the frequency domain processing is easier to
be implemented, so it is a commonly used jamming suppression technique at the
present time.

2.2.1 Temporal Domain Filtering

When Q temporal domain narrowband jamming sources exist, the model of the
received signals by a GNSS receiver is

xðtÞ ¼
XL
l¼1

sl tð Þþ
XQ
q¼1

jq tð Þþ e tð Þ ð2:1Þ
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where sl tð Þ ¼ AlDlðt � slÞclðt � slÞejxdlt represents the lth GNSS signal
ðl ¼ 1; 2; . . .;LÞ; xdl is the angular frequency of the signal; Al is the carrier
amplitude; DlðtÞ is the navigation data bit information; clðtÞ is the C/A code for the
lth satellite signal; sl is the propagation delay for the lth satellite signal; jqðtÞ is the
qth jamming signal ðq ¼ 1; 2; . . .;QÞ; e tð Þ is the thermal noise of the receiver
(usually it is additive Gaussian white noise with zero mean and r2e variance). We
can assume that the GNSS signal, jamming signal, and noise are not correlated with
each other.

Among the signals received by the receiver, the GNSS signal and noise are
temporal domain wideband signals, and the correlation between their sample values
is relatively small. But the jamming signal is a narrowband signal, so its sample
values have a very strong correlation. At the same time, the power of GNSS signal
is much smaller than the receiver’s noise power (by about 20 dB). The sum of both
can be approximated as receiver thermal noise. Therefore the jamming signal can be
estimated by designing an adaptive linear prediction filter, as a result the jamming
signal can be subtracted from the received signal [19]. This type of filter usually
adopts the non-recursive transversal structure, also known as adaptive Finite
Impulse Response (FIR) filter. Figure 2.1 shows the block diagram of an adaptive
FIR filter used for GNSS receivers.

In Fig. 2.1, given the number of FIR taps is K, the input signal vector of the filter
can be denoted as

xðtÞ ¼ x t � Tsð Þ; x t � 2Tsð Þ; . . .; x t � KTsð Þ½ �T ð2:2Þ

where Ts is the sample time; ð�ÞT represents the matrix transpose operation.
Assuming the filter’s weighted vector is

Adaptive 
Algorithm

*
1w 2w 3w Kw

Ts Ts Ts Tsx(t)

y(t)

x(t 2Ts) x(t 3Ts)x(t Ts) x(t KTs)

* * *

Fig. 2.1 Block diagram of an adaptive FIR filter
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w ¼ w1; w2; . . .; wK½ �T ð2:3Þ

The filter’s output signal is

y tð Þ ¼ wHx tð Þ ð2:4Þ

where ð�ÞH represents the conjugate transpose operation. To suppress the jamming
signal, we can select a filter’s weighted vector to make the filter’s output signal y(t)
the estimated jamming signal. Since the GNSS signal is very weak, and the jam-
ming signal is a strong narrowband signal, the input signal x(t) can be used as the
reference signal d(t). By using the Minimum Mean Square Error (MMSE) for filter
design, the weighted vector can be determined. The cost function can be defined as

F wð Þ ¼ E x tð Þ � wHx tð Þ�� ��2n o
ð2:5Þ

where E{�} denotes mathematical expectation. By minimizing F(w), we can derive

wopt ¼ R�1
x rxd ð2:6Þ

where Rx ¼ E x tð ÞxH tð Þf g is the autocorrelation matrix of the filter input signal;
rxd ¼ E x tð Þd� tð Þf g is the cross-correlation between the filter input signal vector and
the reference signal; and ð�Þ� denotes the conjugate operation. At present time,
many algorithms can be chosen to solve Eq. (2.6), and the most representative
methods include Levinson-Durbin algorithm, Burg algorithm, Least Mean Square
(LMS) algorithm, recursive least squares algorithm etc. The details of these algo-
rithms can be found in Ref. [20], and we will not elaborate on them in this chapter.

2.2.2 Frequency Domain Filter

A simple type of frequency domain method can be adopted for narrowband jam-
ming suppression, and its block diagram is shown in Fig. 2.2. The algorithm first
performs Fast Fourier Transform (FFT) on the input signal. Then it detects the
jamming signals and suppresses them by setting the corresponding spectral values
in the frequency domain to zero. Finally it converts the signal back into temporal

FFT Jamming 
detection

Interference 
nulling in 
frequency 

IFFT

Jamming suppression

Time domain 
output signal

Time domain
input signal

Fig. 2.2 Frequency domain jamming suppression block diagram
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domain using Inverse Fast Fourier Transform (IFFT), and sends the converted
signal into a common receiver for positioning calculation [21, 22].

In Fig. 2.2, the frequency domain processing performs jamming detection first,
and then sets the corresponding spectral values to zero. Using a method similar to
the Constant False Alarm Rate (CFAR) method used in radar application (more
details can be found in Chap. 6 of this book), a threshold can be pre-determined,
and the spectral values after FFT can be compared with the threshold. If a value
surpasses the threshold, it can then be regarded as a jamming signal. The jamming
signal can then be suppressed by performing zero-setting on the detected spectral
values in the frequency domain.

When multiple narrowband jammings exist, even if we can suppress narrowband
jamming by using zero-value setting in the frequency domain, the method could
cause some loss on the GNSS signal. In particular, if the jamming signal is a
co-channel wideband signal related to the GNSS signal, the GNSS signal can be
filtered out using this method. Therefore even though the temporal domain and
frequency domain methods are easy to implement, their performances can
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Fig. 2.3 Comparisons of signal spectrums before and after using temporal domain and frequency
domain methods (single frequency jamming scenario)
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drastically degrade, or even totally lose effectiveness in the cases of multiple nar-
rowband jammings or a wideband jamming.

When a jamming signal’s frequency changes over time (e.g. a linear frequency
modulated signal), a more effective method is to use time-frequency analysis tool
[23] to separate the jamming signal and the GNSS signals, and then perform
jamming suppression. References [24–27] studied the time-frequency domain
GNSS jamming mitigation method based on Short Time Fourier Transformation,
and subspace techniques etc.

2.2.3 Simulation Results

In this section we verify the effectiveness of temporal domain and frequency
domain methods through simulations. For the first simulation, the received signals
include one GPS signal and one single frequency jamming signal with 40 dB
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Fig. 2.4 Comparisons of signal spectrums before and after using temporal domain and frequency
domain methods (0.3 MHz jamming bandwidth scenario)
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jamming-to-noise ratio, −20 dB signal-to-noise ratio and the order of temporal
domain filter is 20. The received signal has a digital intermediate frequency of
4:309MHz; with a sampling rate of 5:714MHz: Figure 2.3 compares the temporal
domain and frequency domain methods. It can be seen in Fig. 2.3 that for single
frequency jamming, both methods can effectively suppress the jamming signal.

For the second simulation, the received signals include a jamming signal with an
approximately 0.3 MHz bandwidth, and the other simulation conditions are the
same as those for the first simulation. Figure 2.4 compares the temporal domain and
frequency domain methods. It can be seen in Fig. 2.4 that when the jamming signal
has wider bandwidth, the temporal domain processing cannot effectively suppress
the jamming signal, and even though the frequency domain processing may sup-
press the jamming signal, it could cause significant satellite signal loss.

2.3 Conventional Spatial Domain Adaptive Filtering

Temporal domain and frequency domain methods have the advantages of low cost
and simplicity. But since they lack the capability to distinguish desired signal and
jamming signal in the spatial domain, they cannot cope with a large number of
narrowband jammings and wideband jammings. Spatial domain methods can dis-
tinguish spatial directions of GNSS signals and jamming signals, so they have
become an effective means used for GNSS jamming mitigation. Among them, the
most widely used is the power minimization algorithm [9], also known as the power
inversion algorithm. The algorithm uses array antennas to suppress jamming.
Before we introduce the power minimization algorithm in this section, we first
introduce the basic principle and methodology for adaptive array processing.

2.3.1 Adaptive Array Overview

Array processing mainly processes the signal in the spatial domain, including signal
filtering, signal detection, and parameter estimation. It has a dual relationship with
the temporal domain FIR filter. FIR filter performs discrete sequential sampling on
the temporal domain signal, while array processing performs discrete parallel
sampling on the spatial domain signal. Usually we can assume the space signal is a
far field incident signal. The so-called far field means that the signal source is far
enough from the array that the wave front arrives at the array can be approximated
as a plane wave. A near field signal, on the other hand, can be regarded as a
spherical wave.

For array processing, whether a signal is narrowband or wideband is determined
relative to the array itself, which is different from the usual criterion of using the
ratio between the signal bandwidth and the center frequency. A coherent array
corresponds to a narrowband signal and a non-coherent array corresponds to a
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wideband signal. If an array performs as a coherent array towards a certain signal,
then the maximum time difference for the signal to arrive at various array elements
should be small enough so that the signal envelops received by various array
elements are consistent. Assuming smax represents the longest time difference, and
Bw represents the signal bandwidth, then a coherent array should satisfy the fol-
lowing condition:

smax � 1
Bw

ð2:7Þ

i.e. the time for the signal to go through the array is much shorter than the
equivalent time width of the signal. Otherwise, it should be regarded as a
non-coherent array.

By considering an arbitrary array composed of M array elements in the far field,
there is a narrowband signal incidenting on the array, with an incident polar angle h,
and an azimuth /, as shown in Fig. 2.5. Each array element is assumed to be
isotropic, and point O is the reference point for array reception data.

Under the assumed condition of far field narrowband, the received signal by the
array can be represented as

x tð Þ ¼ a h;/ð Þs tð Þþ e tð Þ ð2:8Þ

where xðtÞ ¼ x1ðtÞ; x2ðtÞ; . . .; xMðtÞ½ �T is an M � 1 dimension array data
vector (the signal sample obtained by performing a single sampling pass on the
signal is called the single snapshot data vector); e(t) is a M � 1 dimension array
representing the received noise vector; it can usually be assumed to follow a
Gaussian distribution; s(t) is the complex envelop of the signal; a(h, /) is the
signal’s steering vector, and

a h;/ð Þ ¼ e�j uTp1 ; e�j uTp2 ; . . .; e�j uTpM
� �T ð2:9Þ
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Fig. 2.5 Received signal by
an arbitrary array
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where

u ¼ 2p
k

sin h cos/
sin h sin/

cos h

2
4

3
5 ð2:10Þ

is the wave number vector.

pm ¼ xm; ym; zm½ �T; m ¼ 1; 2; . . .;M ð2:11Þ

is the three-dimensional position vector of the mth array element.
For array signal processing, a uniform linear array is a relatively common form

of array structure. For convenience, unless otherwise specified, in this chapter we
use a uniform linear array as the example to discuss adaptive array processing
algorithm. For a uniform linear array, we usually can assume the first array element
as a reference point, and then we have

a hð Þ ¼ 1; e
�j2pd sin h

k ; . . .; e
�j2p M�1ð Þd sin h

k

h iT
ð2:12Þ

where h represents the angle between the incident signal and the array’s normal
line; d represents the distance between two array elements; k represents the
wavelength of the incident signal.

If a desired signal and Q jamming signals incident on a uniform linear array, and
their arrival angles are h0 and hq q ¼ 1; 2; . . .;Qð Þ respectively, then the array’s
received signal model becomes

x tð Þ ¼ a h0ð Þs0 tð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð2:13Þ

Adaptive array processing is also known as spatial domain adaptive filtering, and
it is one of the most important research directions of array signal processing (the
other direction is super-resolution direction of arrival estimation). Its basic principle
is shown in Fig. 2.6.

In Fig. 2.6, w ¼ w1;w2; . . .;wM½ �T is an array weight vector. The weight vector
performs weighted sum on the received array signals (beamforming), and the output
is used as the array output signal. The key of adaptive array processing is to select a
proper array weight vector to filter out the jamming signal and preserve the desired
signals. Various adaptive array processing methods differ on their algorithms of
calculating array weight vector. Usually we can intuitively evaluate the perfor-
mance of an adaptive array processing method using array pattern. Array pattern is
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defined as the vector weight vector’s responses to signals arrived from different
angles, i.e.

F hð Þ ¼ wHa hð Þ ð2:14Þ

2.3.2 Statistical Optimal Beamforming

Statistical optimal beamforming, under the assumption of accurately knowing the
received array signal’s second order statistics, calculates an array’s weight vector to
adaptively form null steering towards the direction of jamming. Therefore it can
guarantee the reception of desired signals. However, in actual application, an array
signal’s second order statistics usually cannot be obtained based on finite snapshot
data, therefore an optimal weight vector cannot be obtained. The beamforming
based on finite snapshot data is usually called adaptive beamforming. Statistical
optimal beamforming is an analysis tool for adaptive array signal processing, and it
provides a theoretical foundation for implementing adaptive beamforming.

The statistical optimal beamforming problem can be summarized as solving for
an optimal weight vector based on certain criteria. Usually these criteria are
Maximum Signal to Interference add Noise Ratio (MSINR), Minimum Mean
Square Error (MMSE), and Minimum Noise Variance (MNV). It can be proved that
these three criteria are equivalent under certain conditions [28].
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1. Maximum SINR Criterion

Let w represents the array weight array, and y(t) represents array output, then

yðtÞ ¼ wHxðtÞ ð2:15Þ

By substituting (2.13) into (2.15), we can obtain the desired signal and the
residue jamming plus noise from the array output.

ys tð Þ ¼ wHa h0ð Þs0 tð Þ ð2:16Þ

yjþ e tð Þ ¼ wH
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ
 !

ð2:17Þ

Then the corresponding output powers are

r2os ¼ E ys tð Þy�s tð Þ
n o

¼ wHr2sa h0ð ÞaH h0ð Þw,wHRsw ð2:18Þ

r2oðjþ eÞ ¼ E yjþ e tð Þy�
jþ e

tð Þ
n o

¼ wH
XQ
qþ 1

r2qa hq
� �

aH hq
� �þ r2eI

 !
w,wHRjþ ew

ð2:19Þ

In (2.18) and (2.19), Rs and Rjþ e are covariance matrices for the desired signal
and jamming plus noise; r2s is the desired signal power; r2q is the power of the qth
jamming signal. The maximum SINR Criterion looks for array weight vector, to
maximize the ratio between the array output signal power and the output jamming
plus noise power, i.e.

max
w

wHRsw
wHRjþ ew

ð2:20Þ

where max
w

½�� represents the selected weight value that maximizes the ½��: Using the

Lagrange multiplier method, we can derive that the solution for (2.20) is equivalent
to the solution for the following generalized eigenvalue problem, i.e.

Rsw ¼ kRjþ ew ð2:21Þ

Therefore, the optimum weight vector wopt is the corresponding eigenvector for
the maximum eigenvalue in (2.21). It can be proved that, the solution of (2.21) is
equivalent to

wopt ¼ cR�1
jþ ea h0ð Þ ð2:22Þ

where c is a constant factor.
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2. Minimum Mean Square Error Criterion

Minimum mean square error criterion uses a reference signal to solve for the
array weight vector, i.e. to select a weight vector to minimize the mean square error
between the reference signal and the array output

min
w

E d tð Þ � wHx tð Þ�� ��2n o
ð2:23Þ

where d(t) is the reference signal. We define the covariance matrix of the array
received data as Rx ¼ E x tð ÞxH tð Þf g; then the solution (2.23) is

wopt ¼ R�1
x rxd ð2:24Þ

where rxd ¼ EfxðtÞd � ðtÞg is the cross-correlation between the array received
signal and the reference signal. Equation (2.24) is the solution of Wiener-Hoff
equation in matrix form and it is the optimal Weiner solution.

If the useful signal s0(t) in (2.13) is used as the reference signal d(t), since the
desired signal, jamming signal and noise are not correlated to each other, then

rxd ¼ la h0ð Þ ð2:25Þ

where l ¼ E s0 tð Þd� tð Þf g: By substituting (2.25) into (2.24), we can have

wopt ¼ lR�1
x a h0ð Þ ð2:26Þ

3. Minimum Noise Variance Criterion

Minimum noise variance criterion selects the optimal weight vector by mini-
mizing the array output power. To avoid the case of wopt = 0, some corresponding
constraints need to be added. A usual constraint is to guarantee that desired signals
pass without distortion, i.e. the array’s response on the desired signal is a constant.
Therefore, the cost function for the minimum noise variance criterion is

min
w

wHRxw

s:t: wHa h0ð Þ ¼ 1
ð2:27Þ

By using the method of Lagrange multiplier, the solution for (2.27) is

wopt ¼ 1

aH h0ð ÞR�1
x a h0ð ÞR

�1
x a h0ð Þ ð2:28Þ
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The optimal beamformer expressed by (2.28) is the Minimum Variance
Distortless Response (MVDR) beamformer, also known as Capon beamformer.

To compare (2.26) and (2.28), it can be seen that the minimum mean square
error criterion and the minimum noise variance criterion differ only by a constant
factor. This value does not have impact on an array output’s SINR, so that the
minimum mean square error criterion and minimum noise variance criterion are
equivalent to each other. Based on the matrix inverse lemma it can be proved that,
under the conditions of accurately knowing the desired signal steering vector and
covariance matrix, the minimum noise variance criterion and the maximum SINR
criterion are equivalent, therefore the three statistically optimal beamforming cri-
teria are equivalent to each other.

2.3.3 Power Minimization Algorithm

To compare the three criteria in Sect. 2.3.3, it can be seen that they all need to know
the directions of the desired signal or a known reference signal. Therefore, if the
two criteria of MSINR and MNV can be used for GNSS jamming mitigation, the
directions of the GNSS signals need to be known so that the implementation is
relatively complex. If the MMSE criterion is used, then the GNSS signal needs to
be known.

Using the GPS system as an example, when the GPS signal and Q jamming
signals incident on an M-element uniform linear array, the received signal at time
t is

xðtÞ ¼
XL
l¼1

a hlð Þsl tð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð2:29Þ

where slðtÞ represents the lth GNSS signal ðl ¼ 1; 2; . . .; LÞ; hl is the lth GPS
signal’s direction of arrival; aðhlÞ is the corresponding array steering vector; jqðtÞ
represents the qth jamming signal ðq ¼ 1; 2; . . .;QÞ; hq is the qth jamming signal’s
direction of arrival; aðhqÞ is its corresponding array steering vector; eðtÞ represents
the thermal noise vector of the receiver, and is usually an additive Gaussian white
noise vector with zero mean and r2e variance, assuming that the GNSS signal,
jamming signal and noise do not correlate with each other.

Since the GNSS signal is very weak and buried in the noise (usually around
20 dB lower than the noise), we only need to consider jamming mitigation, i.e.
forming a null steering on the direction of jamming without considering where the
direction of the beam is pointing. This is the power minimization algorithm that has
been widely applied for GNSS jamming mitigation. The algorithm calculates array
weight vector by minimizing the output power, but prevents the weight vector from
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having a zero solution by guaranteeing that the reference antenna’s signal in the
antenna array has no distorted output, i.e.

min
w

wHRxw

s:t: wHdM ¼ 1
ð2:30Þ

where dM ¼ 1; 0; . . .; 0½ �T is a M � 1 dimension vector. The solution for (2.30) can
be obtained using the method of Lagrange multiplier

wopt ¼ 1

dHMR
�1
x dM

R�1
x dM ð2:31Þ

where Rx represents the theoretical array covariance matrix, in reality it usually is
replaced by the sample covariance matrix defined as

R̂x ¼ 1
N

XN
n¼1

x nð ÞxH nð Þ ð2:32Þ

where N represents the number of snapshots.
Power minimization algorithm can adaptively form a null steering towards the

jamming direction and there is no need to know the direction of the GNSS signal,
and no need to know the array manifold. Therefore this algorithm belongs to the
category of blind adaptive beamforming. The implementation is simple and it is
compatible with common receivers. But the algorithm can only suppress jamming,
and cannot aim the antenna pattern’s main lobe towards the GNSS signal.
Consequently, it cannot provide signal processing gain brought by the antenna
array, and cannot enhance the GNSS signal’s carrier-to-noise ratio. The
carrier-to-noise ratio is a very important parameter for the receiver, and the recei-
ver’s positioning accuracy is highly correlated with this parameter [29]. When the
carrier-to-noise ratio is low, the position accuracy is usually worse.

2.4 Spatial Domain Adaptive Filtering Using Periodic
Repetitive Characteristic of GNSS Signals

The power minimization algorithm is easy to implement, but cannot improve the
carrier-to-noise ratio of a GNSS signal. In this section, on the foundation of the
GNSS signal’s periodic repetitive characteristic, we discuss the algorithm that uses
the signal processing gain brought by antenna arrays to improve GNSS signal
carrier-to-noise ratio.
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2.4.1 Periodic Repetitive Characteristic of GNSS Signals

The C/A code of GPS signal is a Gold code with 1.023 Mcps chip rate, with a 1 ms
chip period, i.e. every period contains 1023 chips. For a civilian GPS signal, the
C/A code modulates the D code, and the D code chip rate is 50 Hz. Therefore
within a D code period, 20 repetitive cycles of the C/A code exist. Since a D code
does not change within one period, the corresponding 20 spread spectrum codes
have the same structure, i.e. showing the characteristic of periodic repetition. The
periodic repetition characteristic of the C/A code for a GPS signal is a special case
of signal cyclostationarity. Below we introduce the signal’s cyclostationarity
characteristic first.

For a random signal xðtÞ; if for a certain time delay s, the correlation value
between xðtÞ and the obtained signal after frequency shift xðtÞ by a is not 0, then we
can say that xðtÞ has cyclostationarity characteristic [30], i.e.

raxxðsÞ,
xðtÞ xðt � sÞej2pat� ��� �

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðtÞj j2

D E
1

xðt � sÞej2patj j2
D E

1

r ¼ Ra
xxðsÞ



Rxxð0Þ 6¼ 0 ð2:33Þ

where symbol hi1 represents the average of infinite time observation domain; a is
defined as the cycle frequency; Ra

xxðsÞ is a cycle correlation function of the signal

xðtÞ that can be defined as Ra
xxðsÞ ¼ xðtÞ xðt � sÞej2pat� ��� �

1, and Rxxð0Þ ¼
xðtÞj j2

D E
1

is the signal power.

Similarly, if for a certain time delay s, the correlation value between xðtÞ and the
signal obtained by frequency shifting its conjugate signal by a is not 0, then xðtÞ has
conjugate cyclostationary characteristic, i.e.

raxx� ðsÞ,
xðtÞ x�ðt � sÞej2pat� ��� �

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðtÞj j2

D E
1

x�ðt � sÞej2patj j2
D E

1

r ¼ Ra
xx� ðsÞ



Rxxð0Þ 6¼ 0 ð2:34Þ

where Ra
xx� ðsÞ is the conjugate cyclic correlation function of the signal xðtÞ: To

simplify, we can denote Ra
xxðsÞ and Ra

xx� ðsÞ in a unified way:

Rxu ¼ Ra
xxðsÞ when uðtÞ ¼ xðt � sÞej2pat

Ra
xx� ðsÞ when uðtÞ ¼ x�ðt � sÞej2pat

�
ð2:35Þ

Communication signals are usually assumed to be cyclostationary signals. GPS
signals adopt a spread spectrum communication system that has the cyclostationary
property as well. Based on what was described before, since the C/A code has
periodic repetitions, we can regard the cycle frequency as a ¼ 0; and s is an integer
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multiple of the C/A code period (1 ms). This is a special case of cyclostationary
signal. Its cycle correlation function is shown in Fig. 2.7.

For array signal processing, in terms of a M � 1 dimension signal vector xðtÞ;
the cyclostationarity correlation matrix and the conjugate periodic stationary cor-
relation matrix are defined as

Rxu ¼ Ra
xxðsÞ; when uðtÞ ¼ xðt�sÞej2pat

Ra
xx� ðsÞ; when uðtÞ ¼ x�ðt�sÞej2pat

�
ð2:36Þ

2.4.2 SCORE Algorithm

The R&D team, led by Professor Moeness at Villanova university in the US,
proposed the Self-COherence Restoral (SCORE) jamming mitigation algorithm
using periodic repetition characteristic of C/A codes [14, 31]. The schematic of the
algorithm is shown in Fig. 2.8.

As shown in Fig. 2.8, the SCORE algorithm is composed of two beamformers.
The main channel beamformer w processes the data block signal x(t), while the
auxiliary channel beamformer f processes the reference block signal x(t − pT). The
reference block signal is the data after delaying the data block signal by
p (1 � p � 19) C/A code periods. Since a navigation data bit includes 20 C/A
code periods, we can assume that the data block data and the reference data block
are located inside the same navigation data bit. The structure can be shown in
Fig. 2.9.

When only one GNSS signal is considered, (2.29) becomes

xðtÞ ¼ a h0ð Þs tð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð2:37Þ
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SCORE algorithm assumes that the carrier waves have been synchronized
completely (i.e. without the impacts from Doppler frequency shift), and the navi-
gation data bit does not change (assuming DðtÞ ¼ 1), then (2.37) becomes

xðtÞ ¼ Aa h0ð Þc t � sð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð2:38Þ

Let the data after delaying p ð1� p� 19Þ C/A code periods equals uðtÞ; then

uðtÞ ¼ xðt � pTÞ ¼ Aa h0ð Þc t � s� pTð Þþ
XQ
q¼1

a hq
� �

jq t � pTð Þþ e t � pTð Þ

ð2:39Þ
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Within a navigational data bit, the C/A code has the characteristic of periodic
repetition, i.e.

c t � s� pTð Þ ¼ c t � sð Þ ð2:40Þ

By substituting (2.40) into (2.39), we have

uðtÞ ¼ Aa h0ð Þc t � sð Þþ
XQ
q¼1

a hq
� �

jq t � pTð Þþ e t � pTð Þ ð2:41Þ

In Fig. 2.8, the respective output signals for the main and auxiliary channel
beamformers are:

zðtÞ ¼ wHxðtÞ ð2:42Þ

dðtÞ ¼ fHuðtÞ ð2:43Þ

where w and f represent the weight vectors for the main channel and auxiliary
channel respectively. We can define

Rzd ¼ E zðtÞd�ðtÞf g ¼ wHE xðtÞuHðtÞ� 

f ð2:44Þ

Rzz ¼ E zðtÞz�ðtÞf g ¼ wHE xðtÞxHðtÞ� 

w ð2:45Þ

Rdd ¼ E dðtÞd�ðtÞf g ¼ fHE u tð ÞuHðtÞ� 

f ð2:46Þ

Since the GNSS signal, jamming signal, and noise are independent from each
other, then the received data’s covariance matrix is

Rx ¼ E xðtÞxHðtÞ� 
 ¼ Rs þRj þRe ð2:47Þ

where Rs, Rj and Re represent the covariance matrices for GNSS signal, jamming
signal, and noise respectively. Similarly, the covariance matrix for the reference
signal is

Ru ¼ E uðtÞuHðtÞ� 
 ¼ Rx ð2:48Þ

Since jamming signals and noises have no periodic repetition characteristic, the
cross-covariance matrix between the received data and the reference data is

Rxu ¼ E xðtÞuHðtÞ� 
 ¼ Rs ¼ r2sa h0ð ÞaH h0ð Þ ð2:49Þ
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where r2s represents the GNSS signal’s power. Let D tð Þ represents the difference
between the main channel’s output signal and the reference signal, i.e.

D tð Þ ¼ z tð Þ � d tð Þ ð2:50Þ

By fixing w, E D tð Þj j2
n o

can be minimized in the sense of least squares

fLS ¼ R�1
u ruz ð2:51Þ

where

ruz ¼ E u tð Þz� tð Þf g ¼ RH
xuw ð2:52Þ

Similarly, by fixing f, we have

wLS ¼ R�1
x RH

xuf ð2:53Þ

SCORE algorithm maximizes the cross-correlation between the main channel’s
output signal and auxiliary channel’s output signal in order to select the weight
vector w, then we have the following cost function

max Jðw; fÞ ¼ Rzdj j2
RzzRdd

¼ wHRxufj j2
wHRxw½ � fHRuf

� � ð2:54Þ

By using fLS, wLS to substitute f and w in (2.54), we can have

Jðw; fLSÞ ¼ wHRxuR�1
x RH

xuw
wHRxw

ð2:55Þ

Jðf;wLSÞ ¼ fHRxuR�1
x RH

xuf
fHRxf

ð2:56Þ

It can be proved that, to maximize (2.55) and (2.56) is equivalent to solve the
corresponding eigenvectors for the following maximum generalized eigenvalue
problem, i.e.

Rxw ¼ kRxuR�1
x RH

xuw ð2:57Þ

Rxf ¼ jRxuR�1
x RH

xuf ð2:58Þ

where k and j are eigenvalues.
By substituting (2.49) into (2.57), we can have

Rxw ¼ cRsw ð2:59Þ
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where c is the eigenvalue. It can be known from (2.59) that the solution of (2.57)
converges to the maximum signal-to-noise ratio criterion. Therefore the SCORE
algorithm can make the array pattern’s main beam point towards the direction of
GNSS signal. It can be known from the derivation process of the SCORE algorithm
that SCORE does not need to know any priori information on the array. Therefore,
it is a blind adaptive beamforming technology. Nevertheless, SCORE algorithm
only considers the scenario of one GNSS signal. Actually, a receiver can perform
positioning calculation by receiving at least 4 or more GNSS signals. When
L GNSS signals are received, (2.49) becomes

Rxu ¼
XL
l¼1

r2sla hlð ÞaH hlð Þ ð2:60Þ

where r2sl represents the power of the l l ¼ 1; 2; . . .; Lð Þth GNSS signal; a hlð Þ rep-
resents the steering vector of the lth GNSS signal. Then, (2.57) has larger gener-
alized eigenvalues. Consequently, the eigenvector corresponding to the largest
generalized eigenvalue cannot ensure that the mainlobe of the pattern points to
every GNSS signal’s direction. Therefore it cannot guarantee that the receiver can
capture all GNSS signals.

2.4.3 Single-Channel Single-Delay Crosscorrelation
Algorithm

For the convenience of narration, (2.29) is re-written as below:

xðtÞ ¼
XL
l¼1

a hlð Þsl tð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð2:61Þ

Since the period of a navigation message is much larger than the period of C/A
code, within the weight vector computation time we can assume that navigation
message does not change. For the convenience of narration, we set Dl tð Þ ¼ 1: The
single channel single delay cross-correlation algorithm [18] takes advantage of the
periodic repetitive characteristic of spread spectrum code to estimate the GNSS
signal direction, then performs beamforming, thereby increases a GNSS signal’s
carrier-to-noise ratio.

1. Jamming Mitigation Based on Subspace Projection Technique

When jamming exists, it is hard to estimate a GNSS signal’s direction only
relying on the periodic repetition characteristic of the spread spectrum code.
Therefore the jamming signal must be suppressed first. Since the GNSS signal is
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very weak, the array’s covariance matrix is determined mainly by jamming and
noise, i.e.

Rx 	 Rj þRe ð2:62Þ

Since jamming and noise are not correlated with each other, then we have

Rx 	
XQ
q¼1

r2qa hq
� �

aH hq
� �þ r2eIM�M ð2:63Þ

where IM�M is an M �M order unit array. To perform eigenvalue decomposition
on Rx, we can have

Rx ¼
XM
m¼1

kmumuHm ð2:64Þ

where km and um m ¼ 1; 2; . . .;Mð Þ are Rx’s eigenvalues and the corresponding
eigenvectors, and the km are in descending order. Assuming that all array element
noises are independent from each other and have equal power, we can have

k1>k2 > 
 
 
>kQ � kQþ 1 ¼ 
 
 
 ¼ kM ¼ r2e ð2:65Þ

Then (2.64) turns into

Rx ¼
XQ
m¼1

km � r2e
� �

umuHm þ r2eIM�M ð2:66Þ

By comparing (2.63) and (2.66), we know that the eigenvectors corresponding to
the array covariance matrix’s Q largest eigenvalues um m ¼ 1; 2; . . .;Qð Þ can be
expanded as the jamming subspace. So the jamming subspace is

UJ ¼ span u1; u2; . . .; uQ
� 
 ð2:67Þ

Then its orthogonal complement space is

U?
J ¼ I� UJU

H
J ð2:68Þ

By projecting the data received by the array into this space, the jamming signal
can be mitigated. The data after projection becomes

yðtÞ ¼ U?
J xðtÞ ¼ U?

J

XL
l¼1

a hlð Þsl tð ÞþU?
J e tð Þ ð2:69Þ
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where yðtÞ ¼ y1 tð Þ; y2 tð Þ; . . .; yM tð Þ½ �T represents the output data on the array
channels after projection. Since GPS adopts CDMA spread spectrum, it has certain
jamming mitigation capabilities (determined by spread spectrum gain). Therefore
when we need to adopt the specialized spatial domain adaptive jamming mitigation
algorithm to suppress jamming, we usually assume that the jamming power is much
higher than the receiver’s thermal noise power. When the noise and the signal are
not correlated, the received signal’s covariance matrix inversion is proportional to
the jamming subspace’s orthogonal complement space [32]. The detailed derivation
procedure is described as below.

Based on (2.64), we have

R�1
x ¼

XM
m¼1

1
km

umuHm ð2:70Þ

Equation (2.70) can be derived from (2.65)

R�1
x ¼

XQ
m¼1

1
km

umuHm þ 1
r2e

XM
m¼Qþ 1

umuHm

¼ 1
r2e

I�
XQ
m¼1

km � r2e
km

umuHm

 ! ð2:71Þ

Then we have

lim
r2e!0

r2eR
�1
x ¼ U?

J ð2:72Þ

Consequently, we can use a receiver signal’s covariance matrix inversion R�1
x to

replace jamming subspace’s orthogonal complement space. Then there is no need to
perform eigenvalue decomposition, therefore it can reduce the computation com-
plexity. Equation (2.69) turns into

yðtÞ ¼
XL
l¼1

�a hlð ÞAlcl t � s� Tð Þ e�jxdl t�Tð Þ þ�eðtÞ ð2:73Þ

where

�a hlð Þ ¼ R�1
x a hlð Þ ð2:74Þ

�eðtÞ ¼ R�1
x eðtÞ ð2:75Þ
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2. GNSS Signal Direction Estimation Using Periodic Repetition Characteristic of
Spreading Code

It can be known from (2.73) that the GNSS signal is still buried by the noise after
projection. If a navigation receiver acquires and tracks the projected data directly, it
is equivalent to the power minimization algorithm. Therefore, to improve the
carrier-to-noise ratio of a GNSS signal and increase positioning precision, the signal
processing gain provided by antenna arrays must be fully leveraged. An effective
solution is to produce multiple antenna beams, and make every beam point to a
GNSS signal. This forms a null steering towards the jamming directions. The key
for such an approach is to first estimate the direction of arrival of every GNSS
signal, and then directly use the traditional high resolution DOA (Direction of
Arrival) estimation algorithm [33, 34] (e.g. MUltiple SIgnal Classification
(MUSIC) and Estimation of Signal Parameters via Rotational Invariance Technique
(ESPRIT)). The approach faces two problems: ① The number of satellites could be
greater than the number of array elements; ② The GNSS signal is too weak. These
two problems result in the difficulty to acquire GNSS signal subspace using the
above DOA estimation algorithm. Consequently the characteristic of the GNSS
signal must be fully considered to study novel GNSS signal DOA estimation
algorithm.

Within the period of a data bit, the C/A code signal repeats itself periodically 20
times, which is also known as the periodic repetition characteristic. Therefore, for
the lth GNSS signal, we have

cl t � sl � pTð Þ ¼ cl t � slð Þ 16 p6 19 ð2:76Þ

where p is the delayed number of periods, obtained by delaying the projected signal
from the first antenna channel (usually serves as the reference antenna) with one
C/A code period, as shown in Fig. 2.10.

1 2 M

T

Jamming orthogonal complementary 
space projection matrix

( )u t 1( )y t 2( )y t ( )My t

Fig. 2.10 The diagram of reference signal for single channel single delay cross correlation
algorithm
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Assuming that the delayed signal and the projected signal are located in the same
data bit and can be expressed as uðtÞ; then we have

uðtÞ ¼ y1ðt � TÞ ¼
XL
l¼1

�a1 hlð ÞAlcl t � sl � Tð Þe�jxdl t�Tð Þ þ�e1 t � Tð Þ ð2:77Þ

where �a1 hlð Þ is the first element of �a hlð Þ; �e1 tð Þ is the projected noise data of the first
array channel. By making the p in (2.76) as 1 and substitute it into (2.77), we have

uðtÞ ¼
XL
l¼1

�Alcl t � slð Þe�jxdl t�Tð Þ þ�e1 t � Tð Þ ð2:78Þ

where �Al ¼ �a1 hlð ÞAl. Since different C/A codes are independent from each other,
the cross correlation between the projected signal yðtÞ and the delayed signal uðtÞ is

r ¼
XL
l¼1

bl�a hlð Þ ð2:79Þ

where bl ¼ r2sle
�jxdlT�a�1 hlð Þ is an unknown complex number. To make

b ¼ b1; b2; . . .; bL½ �T ð2:80Þ

h ¼ h1; h2; . . .; hL½ �T ð2:81Þ

A ¼ �a h1ð Þ; �a h2ð Þ; . . .; �a hLð Þ½ � ð2:82Þ

we could re-write (2.79) in the matrix form below

r ¼ Ab ð2:83Þ

By using sample cross correlation vector r̂ to replace the r in (2.83), and min-
imizing the following cost function g to estimate b and h:

g hl; blf gLl¼1

� � ¼ r̂� Abk k22 ð2:84Þ

We expand (2.84) to have

g hl; blf gLl¼1

� � ¼ r̂� Abð ÞH r̂� Abð Þ
¼ b� AHA

� ��1
AHr̂

h iH
AHA
� �

b� AHA
� ��1

AHr̂
h i

þ r̂Hr̂� r̂HA AHA
� ��1

AHr̂

ð2:85Þ
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It can be known from (2.85), to minimize (2.85) is equivalent to make the first
term of (2.85) zero and maximizing its last term, i.e.

ĥ ¼ argmax
h

r̂HA AHA
� ��1

AHr̂
h i

ð2:86Þ

Correspondingly we have

b̂ ¼ AHA
� ��1

AHr̂ h¼ĥ

�� ð2:87Þ

The cost function in (2.86) has complex multi-peak shape, so it is hard to solve
directly. The usual method to solve the problem is to use the loop optimization
algorithm, e.g. CLEAN algorithm [35]. The CLEAN algorithm originated from
solving astronomical image processing problems in radio astronomy. Since then, it
has been widely applied in the fields of microwave imaging, image processing and
spectral estimation [36–38]. Based on the characteristic of CLEAN algorithm
(computational simplicity), it is used to solve Nonlinear Least Squares
(NLS) problems in (2.86). Before the CLEAN algorithm is given, the following
preparatory works are performed:

Given ĥl; b̂l
n oL

l¼1; l6¼k
is known or has been estimated, we define

r̂k ¼ r̂�
XL
l ¼ 1
l 6¼k

b̂l�̂a ĥl
� �

ð2:88Þ

We also define

gk hk; bkð Þ ¼ r̂k � bk�a hkð Þk k22 ð2:89Þ

By minimizing gk hk;bkð Þ; we can obtain

ĥk ¼ arg max
hk

�aH hkð Þr̂kj j2
�aH hkð Þ�a hkð Þ

" #
ð2:90Þ

b̂k ¼
�̂a
H

ĥk
� �

r̂k

�̂a
H

ĥk
� �

�̂a ĥk
� � ð2:91Þ
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Below we list the computation steps of the CLEAN algorithm

(1) Assuming L ¼ 1; let r̂1 ¼ r̂; (2.90) and (2.91) can be used to estimate

ĥ1; b̂1
n o

:

(2) Assuming L ¼ 2; r̂2 can be estimated from (2.88) using ĥ1; b̂1
n o

; then r̂2 can

be used to estimate ĥ2; b̂2
n o

from (2.90) and (2.91).

(3) Assuming L ¼ 3; ĥl; b̂l
n o2

l¼1
can be used to estimate r̂3 from (2.88), then r̂3 is

used to estimate ĥ3; b̂3
n o

from (2.90) and (2.91).

The above steps are repeated, until L equals to the pre-determined number of

satellites. Then the signal parameter estimates for all the satellites and ĥl; b̂l
n oL

l¼1
can be obtained.

In addition to the CLEAN algorithm, the RELAX algorithm proposed by Li
et al. [39–41] is also a type of loop optimization algorithm (also known as a method
based on decoupled parameter estimation theory). The RELAX algorithm, com-
pared to the CLEAN algorithm, is more accurate and has higher resolution, but its
computation is more complex [42]. If an array antenna receives two GNSS signals
with close direction of arrivals, the RELAX algorithm can accurately distinguish
the two GNSS signals while the CLEAN algorithm cannot distinguish between the
two signals, and it can only treat the two signals as one signal for processing.
Nevertheless, this is not a problem for GNSS, because under such a scenario, the
pattern’s mainlobe obtained using the estimated direction of arrivals of the GNSS
signals using the CLEAN algorithm can point to the two GNSS signals simulta-
neously, thus it still can improve the carrier-to-noise ratio of the two GNSS signals.

3. Beamforming

After estimating directions of arrivals for all GNSS signals, these estimated
values can be used to perform beamforming. The array weight vector for the lth
GNSS signal is

wl ¼ R�1
x a ĥl
� �

ð2:92Þ

Since the new algorithm uses the array’s single channel single delay data to
estimate GNSS signal direction of arrival, the algorithm is named single channel
single delay cross correlation algorithm. The output signal of the lth beam is

zl tð Þ ¼ wH
l x tð Þ ð2:93Þ

The block diagram of the single channel single delay cross correlation algorithm
is shown in Fig. 2.11.
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4. Cross Correlation Vector Estimation

The single channel single delay cross correlation algorithm needs to calculate the
sample cross correlation vector r̂ between the projected data and the data after
periodic delay. The respective definitions of the M � N order sample data matrix
after projection and the 1� N order periodic delay sample data vector are

YN ¼ y nð Þ; y n� 1ð Þ; . . .; y n� N � 1ð Þð Þ½ � ð2:94Þ

uN ¼ u nð Þ; u n� 1ð Þ; . . .; u n� N � 1ð Þð Þ½ � ð2:95Þ

Then we have

r̂ ¼ 1
N
YNuHN ð2:96Þ

It can be known from (2.86) that the cross correlation vector estimate r̂ deter-
mines the performance of the single channel single delay algorithm. Based on the
assumptions in this chapter, y tð Þ and u tð Þ are located in the same navigation
message data bit, and consequently r̂ is an effective estimation. Nevertheless, since
the data sample is obtained through random sampling, there is no guarantee that
y tð Þ and u tð Þ are located in the same data bit. When both of them are located in
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Fig. 2.11 Block diagram of the single channel single delay cross correlation algorithm
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neighboring data bits, then how should we estimate r̂? Towards this question, Ref.
[43] proposed a solution by defining the following events:

H1: y tð Þ and u tð Þ are located in the same data bit.

H2: y tð Þ and u tð Þ are located in the neighboring data bits.

H21: y tð Þ 和 u tð Þ are located in the neighboring data bits with the same navi-
gation data bit

H22: y tð Þ 和 u tð Þ are located in the neighboring data bits with the opposite
navigation data bit.

The probabilities for the above events to happen are:

prob H1f g ¼ 1� p
20

ð2:97Þ

prob H2f g ¼ p
20

ð2:98Þ

prob H21f g ¼ p
40

ð2:99Þ

prob H22f g ¼ p
40

ð2:100Þ

Therefore we have

ryu ¼ E y tð Þu� tð Þ H1jf gprob H1f gþE y tð Þu� tð Þ H2jf gprob H2f g
¼ E y tð Þu� tð Þ H1jf gprob H1f gþE y tð Þu� tð Þ H21jf gprob H21f g
þE y tð Þu� tð Þ H22jf gprob H22f g

ð2:101Þ

Since

E y tð Þu� tð Þ H1jf g ¼ E y tð Þu� tð Þ H21jf g ¼ r ð2:102Þ

E y tð Þu� tð Þ H22jf g ¼ �r ð2:103Þ

where r ¼ Ab represents the cross correlation between the projected GNSS signal
and the periodically delayed signal [see (2.83)]. By substituting (2.97)–(2.100),
(2.102) and (2.103) into (2.101), we can have

ryu ¼ 1� p
20

� �
r ð2:104Þ
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For the single channel single delay cross correlation vector method, we have
p ¼ 1; then

ryu ¼ 19
20

r 	 r ð2:105Þ

It can be seen from the above discussion that, when the impact of the navigation
data bit is considered, the cross correlation between y tð Þ and u tð Þ is close to r. Thus
(2.96) can be used as the estimate of r. In addition, to fully take advantage of the
periodic repetition characteristic of the C/A code, the G projected data block, and
periodic repetition data block can be selected, and the cross correlation vector’s
estimate becomes

r̂G ¼ 1
G

XG
g¼1

YN gð ÞuHN gð Þ
N

ð2:106Þ

It can be proved that [31]

E r̂Gf g ¼ ryu ð2:107Þ

i.e. r̂G is ryu’s unbiased estimate.

2.4.4 Multiple Channel Single Delay Cross Correlation
Algorithm

Since the single channel single delay cross correlation algorithm estimates the
GNSS signal’s direction of arrival using the cross correlation between the projected
data and the reference array element’s single delay data after subspace projection, it
does not fully take advantage of single delay data of the other array elements. When
the array element fails, the algorithm might fail as well. Consequently, let ui(t) (i =
1, 2, …, M) represent the signal obtained by delaying the projected data y(t)’s ith
antenna channel by one C/A code period, as shown in Fig. 2.12.

M

T

Jamming orthogonal complement 
space projection matrix

yi(t)
ui(t)

y2(t)y1(t) yM(t)

1 2Fig. 2.12 The diagram of
reference signal for multiple
channels single delay cross
correlation algorithm
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Then we have

ui tð Þ ¼ yi t � Tð Þ ¼
XL
l¼1

�ai hlð ÞAlcl t � s� Tð Þe�jxdl t�Tð Þ þ�ei t � Tð Þ ð2:108Þ

where �ai hlð Þ is �a hlð Þ’s ith elements; �ei tð Þ represents the noise data of the ith array
channel after projection. By setting the p in (2.76) as 1, and substituting it into
(2.108), we have

uiðtÞ ¼
XL
l¼1

�ai hlð ÞAlcl t � sð Þe�jxdl t�Tð Þ þ�ei t � Tð Þ ð2:109Þ

Due to independence among different C/A codes, the cross correlation between
the projected signal yðtÞ and the delayed signal uiðtÞ is

ri ¼
XL
l¼1

~bl�a
�
i hlð Þ�a hlð Þ ð2:110Þ

where ~bl ¼ r2sle
�jxdlT . By constructing a new vector ~r

~r ¼ rT1 ; rT2 ; . . .; rTM
� �T ð2:111Þ

By substituting (2.110) into (2.111) and after simplication, we can have

~r ¼
XL
l¼1

~bl�a
� hlð Þ � �a hlð Þ ð2:112Þ

where � denotes Kronecker product. Let

~a hlð Þ ¼ �a� hlð Þ � �a hlð Þ ð2:113Þ

Equation (2.112) becomes

~r ¼
XL
l¼1

~bl~a hlð Þ ð2:114Þ

Let ~A ¼ ~a h1ð Þ ~a h2ð Þ 
 
 
 ~a hLð Þ½ �; (2.113) can be written in matrix form:

~r ¼ ~A~b ð2:115Þ
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By substituting the ~r in (2.115) with the sample cross correlation vector ~̂r; and
minimizing the following cost function f to estimate ~b and h:

f hl; ~bl
n oL

l¼1

� �
¼ ~̂r� ~A~b
��� ���2

2
ð2:116Þ

Equations (2.116) and (2.84) have the same structure, so they can be solved
using the CLEAN algorithm described in the Sect. 2.4.3 in this chapter. Here we list
an estimation formula when there is one single GNSS signal, i.e.

ĥ1 ¼ argmax
h

~aH hð Þ~̂r
��� ���2
~aH hð Þ~a hð Þ

2
64

3
75 ð2:117Þ

~̂b1 ¼
~aH ĥ1
� �

~̂r

~aH ĥ1
� �

~a ĥ1
� � ð2:118Þ

For parameter estimations for other GNSS signals, we can use similar approa-
ches like the CLEAN algorithm, to convert it to a series of single GNSS signal
parameter estimation problems. The block diagram of multiple channel single delay
cross correlation algorithm is shown in Fig. 2.13.
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In this section, we discuss two types of adaptive spatial domain filtering algo-
rithm: single channel single delay algorithm and multiple channel single delay
algorithm based on GNSS signal’s periodic repetition characteristic. It can also be
expanded to single channel multiple delays cross correlation algorithm, but
two-dimensional search is needed and the computational load is heavy. Compared
with the single channel single delay algorithm, multiple channel single delay
algorithm takes full advantage of the data from various channels in the array, so it
performs better and is more robust. For example, it is not sensitive to a fault in the
channel data.

2.4.5 Simulation Results

In this section, we use simulations to verify the effectiveness of the algorithms. For
simulations, the antenna array has a 10-element uniform linear array with an
interval of a half wavelength. 4 GPS GNSS signals, PRN1,PRN2, PRN3, and
PRN20 incident on the array from the directions of 0
, �55
, �20
 and 30
, and
one jamming signal incidents on the array from the direction of 50
. The
jamming-to-noise ratio is 40 dB; and the signal-to-noise ratio is �20 dB: The
digital IF frequency for the received signal by the array is 4:309 MHz; and the
sampling rate is 5:714 MHz:

1. Adaptive Array Pattern Comparisons

Figure 2.14a–d are the adaptive array patterns for power minimization algo-
rithm, SCORE algorithm, single channel single delay cross correlation algorithm,
and multiple channel single delay cross correlation algorithm. The vertical lines in
various subfigures represent the incoming GNSS signal directions, and the vertical
dashed lines represent the incoming direction of the jamming signal. By comparing
Fig. 2.14a–d, we can see that all these methods can suppress jamming. But the
array pattern generated by the SCORE algorithm only forms main lobes on the
directions of the PRN1 and PRN3 GNSS signals, and for the PRN2 and
PRN20 GNSS signals it even has a suppressive effect. The power minimization
method cannot provide gains on any satellite. The two new algorithms discussed in
this chapter can generate multiple beams, and can ensure that every beam’s
mainlobe always aims towards the direction of one GNSS signal, so the array
pattern with high gain can be obtained.

2. Comparisons of Acquisition Results

Figure 2.15 shows the acquisition results after applying the SCORE algorithm
for jamming mitigation. In Fig. 2.15, the x-coordinate represents the GPS satellite’s
PRN number, and the y-coordinate represents the normalized acquisition factor,
which is defined as the ratio between the maximum and the second maximum
normalized correlation peaks in the receiver acquisition module. Figure 2.15 shows
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Fig. 2.14 Comparisons on adaptive array patterns obtained by different methods
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that the algorithm only acquires two GNSS signals (PRN1 and PRN3). This is
because the pattern formed based on this method cannot accurately aim towards
every GNSS signal, and it can even degrade some GNSS signals (PRN2 and
PRN20). As a result the receiver cannot acquire all GNSS signals.

Figure 2.16 shows the acquisition results using the single channel single delay
cross correlation algorithm for jamming mitigation. The multiple channel single
delay cross correlation algorithm’s simulation results are similar to the single
channel single delay cross correlation algorithm, and as a result we cannot draw any
redundant graphs for that algorithm. Figure 2.16 and the plots for all the other
acquisition have the same coordinate meanings as the Fig. 2.15. Therefore the
descriptions are not repeated. It can be seen in Fig. 2.16 that every beam generated
by the new algorithm points to a GNSS signal and as a result the receiver can
acquire GNSS signals. Since the new algorithm does not use the same weight vector
to generate multiple beams, the receiver has to acquire the output of every beam
separately, thus we have four plots of acquisition results. It can be seen that the new
algorithm is not directly compatible with regular receivers. A receiver adopting the
new algorithm needs to perform acquisition, tracking and solve parameters such as
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pseudo-range on every individual beam, then combine these information to perform
positioning calculation. Its procedures to perform acquisition, tracking,
pseudo-range calculation, and positioning calculation are the same as regular
receivers, and can be implemented using software receivers.

Figure 2.17 compares the acquisition results on the same GNSS signals using
the single channel single delay cross correlation algorithm and the power mini-
mization algorithm. Among the subfigures, Fig. 2.17a corresponds to the power
minimization algorithm; Fig. 2.17b corresponds to the single channel single delay
cross correlation algorithm; Fig. 2.17c corresponds to the multiple channels single
delay cross correlation algorithm. It can be seen in Fig. 2.17, after jamming miti-
gation, even though the power minimization algorithm can acquire the GNSS
signal, the sidelobe level of the normalized cross correlation coefficient is rather
large. These two algorithms take advantage of the GNSS signal’s periodic repetition
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characteristic to aim the antenna mainlobe towards the direction of the GNSS
signal, and consequently its acquisition result is much better than that of the power
minimization algorithm.

3. Comparisons of output signal-jamming-plus-noise ratio

Figure 2.18 compares the output signal-jamming-plus-noise ratio curves of the
single channel single delay cross correlation algorithm and the power minimization
algorithm. Among them, the solid line is the curve for the optimal processor, the
“*” line is the curve for the single channel single delay cross correlation algorithm,
the “h” line is the curve for the power minimization algorithm, and the “Δ” line is
the curve for the multiple channel single delay cross correlation algorithm. It can be
seen in Figure 2.18 that since the power minimization algorithm has no beam
pointing direction, it cannot improve output signal-jamming-plus-noise ratio, i.e. it
cannot improve a GNSS signal’s carrier-to-noise ratio. But the single channel single
delay cross correlation algorithm can increase a GNSS signal’s carrier-to-noise
ratio. And as the input signal-to-noise ratio increases, the output signal-jamming-
plus-noise ratio can approach the theoretical optimum value.

2.5 Spatial Domain Adaptive Filtering Using Known
Spreading Code Information

The adaptive jamming mitigation algorithm using a GNSS signal’s periodic repe-
tition characteristic can generate multiple beams aiming towards the GNSS signals.
But array manifold information is needed to estimate the directions of the GNSS
signals. If the array has errors such as amplitude error, phase error, or array position
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error, the algorithm performance degrades. In essence, the adaptive jamming mit-
igation algorithm based on the GNSS signal’s periodic repetition characteristic is
equivalent to the MMSE criterion described in Sect. 2.3.3. In this section, from the
perspective of MMSE criterion, we discuss the algorithm for GNSS signal recon-
struction using the de-spread re-spread technique when given known spread
spectrum code, and performing beamforming using the reconstructed signal as the
reference signal. The algorithm does not need to know the array manifold and the
directions of the GNSS signals, so it is very robust. This type of algorithm origi-
nated from the blind adaptive jamming mitigation algorithm for the CDMA system,
and the most typical variant of the algorithm is the least-squares de-spread re-spread
multi-target array [43–46].

2.5.1 Least-Squares De-spread Re-spread Multi-target
Array

The least-squares de-spread re-spread multi-target array using spread spectrum
information [47] is a blind jamming mitigation algorithm aiming towards CDMA
systems. This method uses the spread spectrum codes for different users in the
CDMA system to obtain the weight vector of a multi-target beamformer, thereby
forming multiple beams. To be more specific, the correlations between different
users’ received signal and spread spectrum code are calculated, to estimate every
user’s bit information. Then, the spread spectrum code is used again to perform
re-spread on the estimated bit information, and the signal after the re-spread is used
as the reference signal for the adaptive beamformer to refresh the weight vector.
Since GPS signals use CDMA modulation as well, the de-spread and re-spread
techniques can be used for GPS jamming mitigation. But compared with other types
of CDMA signals, GPS signals are very weak, so the correlator might fail when
jamming exists. Consequently, this characteristic has to be fully considered when
the de-spread re-spread algorithm is applied. The block diagram for least-squares
de-spread re-spread algorithm is shown in Fig. 2.19.
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Fig. 2.19 Block diagram for least-squares de-spread re-spread algorithm
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In Fig. 2.19, ylðtÞ denotes the array output of the lth GNSS signal; wl ¼
½wl1; wl2; . . .; wlM �T is the array weight vector for the lth GNSS signal; dlðtÞ is the
re-spread signal of the lth GNSS signal. The Least Squares De-spread Re-spread
(LS-DR) determines the optimum weight vector wl by minimizing the cost function
in (2.119)

F wlð Þ ¼
XN
n¼1

yl nð Þ � dl nð Þj j2 ¼
XN
n¼1

wH
l x nð Þ � dl nð Þ�� ��2 ð2:119Þ

where N is the number of samples, and the number of samples within a C/A code
period is usually selected. The problem of minimizing (2.119) can be solved using
the generalized Gauss method [44]. And the cost function can be expressed as

F wlð Þ ¼
XN
n¼1

g2n wlð Þ ð2:120Þ

where gn wlð Þ ¼ wH
l x nð Þ � dl nð Þ�� ��; and its gradient is

r gn wlð Þð Þ ¼ x nð Þ v
�
l nð Þ
vl nð Þj j ð2:121Þ

where vl nð Þ ¼ wH
l x nð Þ � dl nð Þ: Based on the Gauss method, the weight vector’s

updating formula is

wl kþ 1ð Þ ¼ wl kð Þ � G wl kð Þð ÞGH wl kð Þð Þ� ��1
G wl kð Þð Þg wl kð Þð Þ ð2:122Þ

where

g wlð Þ ¼ g1 wlð Þ; g1 wlð Þ; . . .; gN wlð Þ½ �T
¼ v1 nð Þj j; v1 nð Þj j; . . .; vN nð Þj j½ �T ð2:123Þ

G wlð Þ ¼ r g1 wlð Þð Þ; r g2 wlð Þð Þ; . . .; r gN wlð Þð Þ½ � ð2:124Þ

By substituting (2.121) into (2.124), we can obtain

G wlð Þ ¼ x 1ð Þ v�l 1ð Þ
vl 1ð Þj j ; x 2ð Þ v�l 2ð Þ

vl 2ð Þj j ; . . .; x Nð Þ v�l Nð Þ
vl Nð Þj j

h i
¼ XVl ð2:125Þ

where

X ¼ x 1ð Þ; x 2ð Þ; . . .; x Nð Þ½ � ð2:126Þ

Vl ¼ diag
v�l 1ð Þ
vl 1ð Þj j ;

v�l 2ð Þ
vl 2ð Þj j ; . . . ;

v�l Nð Þ
vl Nð Þj j

� �� �
ð2:127Þ
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Based on (2.125)–(2.127), we can obtain

G wlð ÞGH wlð Þ ¼ XVlVH
l X

H ¼ XXH ð2:128Þ

From (2.123) and (2.125), the following can be obtained

G wlð Þg wlð Þ ¼ XVl

vl 1ð Þj j
..
.

vl Nð Þj j

2
64

3
75 ¼ X

v�l 1ð Þ
..
.

v�l Nð Þ

2
64

3
75 ¼ X XHwl � dl

� � ð2:129Þ

where

dl ¼ dl 1ð Þ; dl 2ð Þ; . . .; dl Nð Þ� �H ð2:130Þ

By substituting (2.128) and (2.129) into (2.122), then

wl kþ 1ð Þ ¼ wl kð Þ � X kð ÞXH kð Þ� ��1
X kð Þ XH kð Þwl kð Þ � dl kð Þ� �

¼ X kð ÞXH kð Þ� ��1
X kð Þdl kð Þ

ð2:131Þ

where

X kð Þ ¼ x 1þ kNð Þ; x 2þ kNð Þ; . . .; x Nþ kNð Þ½ �T ð2:132Þ

dl kð Þ ¼ D̂l kð Þ cl 1þ kN � ŝlð Þ; cl 2þ kN � ŝlð Þ; . . .; cl N þ kN � ŝlð Þ½ �T
ð2:133Þ

where D̂l kð Þ is the navigation message’s estimate of the lth GNSS signal, i.e.

D̂l kð Þ ¼ sgn Re
XNþ kN

k¼1þ kN

yl kð Þcl k � ŝð Þ
" #( )

ð2:134Þ

where sgn is the signal function, then we have

yl kð Þ ¼ yl 1þ kNð Þ; yl 1þ kNð Þ; . . .; yl N þ kNð Þ½ �T¼ wH
l kð ÞX kð Þ� �T

ð2:135Þ

Based on the derivation steps of the above least squares de-spread re-spread
algorithm, it can be seen that, to obtain D̂l kð Þ; we need to estimate the lth GNSS
signal’s ŝ: For a spread spectrum system, the estimation of this parameter can be
regarded as a synchronization problem, and usually a correlator structure [35] is
used to achieve synchronization and obtain the estimate on the s, denoted by ŝ:
During the synchronization process, the locally generated spread spectrum code
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cl tð Þ gradually delays by a half chip interval. Correlations are calculated between
every delayed spread spectrum code sequence and the array output data yl tð Þ: Then
the outputs from every correlator are selected, and the maximum output is selected.
At this point we can consider that the spread spectrum code on the branch corre-
sponds to the maximum output and the transmitted signal achieves the coarse
synchronization. The time delay of the corresponding spread spectrum chip is ŝ:
The detailed block diagram of the correlator is shown in Fig. 2.20.

The least squares de-spread re-spread algorithm for the lth GNSS signal can be
summarized as below:

(1) initialize weight vector wl(0).
(2) calculate array output vector yl(k) using (2.135).
(3) use the correlator shown in the Fig. 2.20 to estimate ŝ; and then use (2.134) to

obtain the estimated navigation message D̂l kð Þ:
(4) use (2.133) to re-spread the navigation message, and obtain the reference signal

dl (k).
(5) use (2.131) to update the weight vector wlðkþ 1Þ:
(6) repeat step (2)–step (5), until Fðwlðkþ 1ÞÞ is smaller than the preset threshold,

and the algorithm converges.

2.5.2 New De-spread Re-spread Jamming Mitigation
Algorithm

The least squares de-spread re-spread algorithm described in Sect. 2.5.1 needs to
have a suitable initial weight vector. The reason is that for a GNSS, when jamming
exists, the correlators shown in Fig. 2.20 cannot estimate ŝ; so the GNSS signal
cannot be reconstructed. In addition, when this algorithm re-spreads the signal, it
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only considers the time delay of the C/A code, but not the Doppler frequency. This
greatly reduces the performance of the algorithm. Consequently we need to improve
this algorithm.

It is well known that if no jamming exists, the acquisition and tracking modules
of the GNSS can accurately obtain GNSS signal parameters such as chip delay,
Doppler frequency, and navigation messages, i.e. it can de-spread the GNSS signal.
To fully take advantage of the acquisition and tracking modules of the GNSS
receiver, the jamming suppression has to be performed first. In this section we use

array covariance matrix’s inverse R̂
�1
x to replace jamming orthogonal complement

space (see Sect. 2.4.3 for details). By rewriting the signal after projection for (2.73),
the signal becomes

yðtÞ ¼
XL
l¼1

�a hlð ÞslðtÞþ�eðtÞ ð2:136Þ

After removing the jamming, the receiver can acquire and track the satellite
signal. Assuming that the time delay, Doppler frequency and navigation message
for the lth satellite signal are ŝl; x̂dl and D̂l t � ŝlð Þ respectively, we can then obtain
the reference signal after the re-spread as

dl tð Þ ¼ D̂lðt � ŝlÞclðt � ŝlÞejŵdlt ð2:137Þ

Then, the cross-correlation between that signal and the projected array output is

ryd ¼ E y tð Þd�l tð Þ� 
 ð2:138Þ

Since the C/A codes for GNSS signals are orthogonal to each other, and the
GNSS signal and the noise are independent to each other, then we can substitute
(2.136) into (2.138) to obtain

ryd ¼ Al�a hlð Þ ð2:139Þ

Obviously, ryd is proportional to the projection direction vector �a hlð Þ of the lth
GNSS signal. Therefore ryd can be used to enhance the lth GPS signal, then the
array weight vector for signal after the projection is

wl ¼ ryd ð2:140Þ

For actual weight vector calculation, the sample cross correlation vector r̂yd is
usually used to substitute the theoretical cross correlation vector ryd , i.e.

r̂yd ¼
XN
n¼1

y nð Þd�l nð Þ ð2:141Þ
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Since GNSS signals are weak, to fully take advantage of the GNSS signal’s
spread spectrum gain, the number of samples N is at least more than the number of
samples within one C/A code period. The new de-spread and re-spread algorithm’s
block diagram is shown in Fig. 2.21.

As shown in Fig. 2.21, the new de-spread re-spread algorithm is a two-stage
jamming mitigation processor. The stage one processor projects the signal received
by the antenna array towards the jamming orthogonal complement space in order to
eliminate the jamming signal; and the stage two processor acquires and tracks the
output signal of the first antenna after projection and reconstructs the lth GPS
signal. Then the sample cross correlation r̂yd between that signal and the signal after
the projection is calculated, and the vector is used as the weight vector to enhance
the lth GPS signal. Thereby, the array’s overall weight vector is

wlopt ¼ R̂
�1
x r̂yd ð2:142Þ

Based on Fig. 2.21 and the derivation steps of the new algorithm, we know that
compared with the least squares de-spread and re-spread algorithm, the new
algorithm can accurately obtain GNSS signal information such as time delay,
Doppler frequency and navigation messages. There is no need for iterative calcu-
lation, so the implementation is simple.

In Sects. 2.3–2.5, we discussed jamming mitigation algorithms. To facilitate
readers to read and compare, Table 2.1 compares and summarizes the applicabili-
ties of various algorithms mentioned before.
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Fig. 2.21 Block diagram of the new de-spread re-spread algorithm
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2.5.3 Simulation Results

For simulation, the antenna array has a 10-element uniform linear array with an
interval of half a wavelength. 4 GPS GNSS signals, PRN1, PRN2, PRN3 and
PRN20 incident on the array from the directions of 0
, �55
, �20
 and 30
, and
one jamming signal incidents on the array from the direction of 50
. The
jamming-to-noise ratio is 40 dB; and the signal-to-noise ratio is �20 dB: The
digital IF frequency for the received signal by the array is 4:309 MHz, and the
sampling rate is 5:714 MHz:

1. Comparisons of Adaptive Array Patterns

Figure 2.22 lists the adaptive array patterns obtained using three methods.
Among them, Fig. 2.22a is the adaptive array pattern for the power minimization
algorithm. Fig. 2.22b is for the SCORE algorithm, and Fig. 2.22c is for the new
de-spread re-spread algorithm. The vertical solid lines in the subfigures represent
the directions of the GNSS signals; the vertical dotted lines represent the directions
of the jamming signals. By comparing Fig. 2.22a–c, we know that all three methods
can suppress jamming. The SCORE algorithm generates the mainlobes towards the
directions of the two GNSS signals (PRN1 and PRN3), and at the same time it
attenuates the other two GNSS signals (PRN2 and PRN20). The power mini-
mization method cannot provide gain on any satellite. But the new de-spread
re-spread algorithm can generate multiple beams, and every beam’s mainlobe aims

Table 2.1 Comparisons of applicabilities for various jamming mitigation algorithms

Applicability Algorithm

Power
minimization
algorithm

Capon
algorithm

Adaptive filtering
algorithm using
periodic repetition
characteristic

Adaptive filtering
algorithm using
known spread
spectrum code
information

Provide
signal
processing
gain

No Yes Yes Yes

Need to know
GNSS
signal’s
direction of
arrival

Not required Required Not required Not required

Need to know
array
manifold

Not required Required Required Not required

Array
structure

Random
array

Random
array

Random array Random array
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towards the GNSS signal, therefore the GNSS receivers can track signals from all
satellites.

2. Comparisons of Acquisition Results

Figure 2.23 shows the acquisition results of using the SCORE algorithm for
jamming mitigation. It can be seen in the figure that, since the SCORE algorithm
attenuates the two GNSS signals (PRN2 and PRN20), the receiver only acquires
two GNSS signals (PRN1 and PRN3).

Figure 2.24 shows the acquisition results using the new de-spread re-spread
algorithm. It can be seen in Fig. 2.24 that every beam generated by the new
algorithm aims towards a GNSS signal, thereby the receiver can acquire every
GNSS signal.
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Fig. 2.22 Comparisons of adaptive array patterns for different algorithms
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Fig. 2.23 Acquisition results of SCORE algorithm
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Fig. 2.24 Acquisition results of the new de-spread re-spread algorithm
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Figure 2.25 compares the acquisition results on the same GNSS signal using the
new de-spread and re-spread algorithm and the power minimization algorithm.
Among them, Fig. 2.25a is the result of the power minimization algorithm;
Fig. 2.25b is the result for the new de-spread and re-spread algorithm. By com-
paring Fig. 2.25a, b, it can be seen that, after jamming suppression, the power
minimization algorithm can acquire the GNSS signal, but can not provide the signal
processing gain brought by the antenna array, thereby the normalized cross cor-
relation number’s sidelobe level is high. But the new de-spread and re-spread
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algorithm can make the antenna mainlobe aim towards the direction of the GNSS
signal, so that its acquisition result is better than that of the power minimization
algorithm,

3. Comparisons of Output Signal-jamming-plus-noise Ratio

Figure 2.26 compares the output signal-jamming-plus-noise ratios for different
algorithms. Among them, the solid line corresponds to the optimal processor; the
dotted line corresponds to the new de-spread, re-spread algorithm; the “ ” line
corresponds to the single channel single delay cross correlation algorithm, and the
“h” line corresponds to the power minimization algorithm. It can be seen in
Fig. 2.26 that since the power minimization algorithm has no beam directions, it
cannot improve a GNSS signal’s carrier-to-noise ratio. Both the new de-spread
re-spread algorithm and the single channel single delay cross correlation algorithm
can improve the carrier-to-noise ratio of the GNSS signal.

2.5.4 Results on Hardware Platform Experiments

1. Brief Introduction on Hardware Platform Experiments

The new de-spread re-spread algorithm has the characteristics of high gain and
high robustness. We have developed a digital multi-beam jamming mitigation real
time processing system based on the algorithm. Based on the block diagram in the
Fig. 2.21, the system can mainly be implemented using two main modules:
the jamming mitigation module and the beamforming module. Figure 2.27 shows
the experimental block diagram. In the Fig. 2.27, the experimental system is
composed of two main parts: the signal transmitter and the receiver. The jamming
signal in the transmitter is produced by a signal generator, and the GNSS signal
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refers to the signal transmitted by the actual GPS satellite. The receiver receives the
signal using an array antenna first, then the received signal is converted to a digital
IF signal using a down-converter and A/D sampling quantilization, and finally the
digital IF signal is fed into the adaptive processing platform, After jamming sup-
pression, GPS receiver acquisition, tracking and positioning, the results are trans-
mitted to a personal computer control terminal for displaying the results of tracking
and positioning. The effects of signal jamming can be observed by monitoring the
frequency spectrum change before and after the jamming mitigation.

Figure 2.28 shows the experimental scene diagram for the digital multi-beam
jamming mitigation real time processing system test. The left subfigure is the signal
transmitter, with the top-left subfigure representing the GNSS signal and the
bottom-left subfigure representing the signal source that generate the jamming
signal to which a jamming transmitting antenna is connected. The right subfigure is
the signal receiver, and in the order of processing there is a 7-element array antenna,
IF signal sampler including an active downconverter, adaptive processing platform
and computer display terminal. The sampling rate is 5.714286 MHz, and the
intermediate frequency (IF) is 4.309 MHz.

GPS 
Receiver

GPS adaptive 
beamforming

GPS 
satellite IF signal 
sampler

Control 
display 
terminal

Spectrum 
Analyzer

GNSS 
signal

Signal Receiver

Signal 
generator

Jamming 
transmitting 

antenna

Signal transmitter

Fig. 2.27 Experimental block diagram for beam jamming mitigation real time processing system
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2. Hardware Platform Testing Results

Figure 2.29 shows the IF signal frequency spectrum observed on the spectrum
analyzer before and after the jamming suppression under the experiment conditions
described in Fig. 2.27. The jamming signal produced by the signal generator has a
frequency of 1575.42 MHz, and a jamming transmitting power of −10 dBm
(jamming-to-noise ratio is 70 dB).

It can be seen in Fig. 2.29, after adaptive system processing, the peak of the
signal spectrum is removed, so the jamming signal is effectively suppressed.

Signal generator

Jamming 
transmitting 

antenna

Array receiving 
antenna

Signal transmitter Signal receiver

GNSS signal

RF front end

receiver
Adaptive 

processing
platform

Control
display
terminal

Fig. 2.28 Experimental scene diagrams for digital multi-beam jamming mitigation real time
processing system test

Before Suppression                  After Suppression (a) (b)

Fig. 2.29 Signal frequency spectrum comparisons before and after jamming suppression
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(a) No Jamming

(b) With jamming

Fig. 2.30 Tracking results
obtained from the GPS
receiver display terminal
before and after adaptive
beamforming processing
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(c) After jamming suppression. 

(d) After the beamforming is added. 

Fig. 2.30 (continued)
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Figure 2.30 shows the tracking results obtained from the GPS receiver display
terminal before and after adaptive beamforming processing. Every curve in
Fig. 2.30 shows a GNSS signal’s carrier-to-noise ratio change. Below every curve
is the captured PRN, and the number inside the box under the PRN is the decibel
number of the carrier-to-noise ratio. Figure 2.30a is the signal tracking diagram of
the regular GPS receiver before adding the jamming signal; Fig. 2.30b is the
instantaneous signal tracking diagram after adding the jamming signal; Fig. 2.30c is
the signal tracking diagram when the jamming mitigation system is used; Fig. 2.30d
is the instantaneous signal tracking diagram after adding the beamforming module;
Fig. 2.30e is the tracking effect diagram after the beamforming module has been
initiated and the signal becomes stable.

It can be seen in Fig. 2.30a that before adding the jamming signal, the GPS
receiver can capture 9 satellites, and the average carrier-to-noise ratio is approxi-
mately 39.11 dB. In Fig. 2.30b, after adding a −50 dBm (the jamming-to-noise
ratio is 30 dB) jamming signal, the receiver immediately loses the lock, and all
signal tracking curves drop down. Then the satellite cannot perform normal
acquisition and tracking. It can be seen in Fig. 2.30c that after initiating the GPS
jamming mitigation system, the signal tracking curve immediately rises up. As the
signal becomes stable, the carrier-to-noise ratio increases gradually until it becomes
stabilized. As the signal gradually becomes stable, the carrier-to-noise ratio rises up
gradually until it becomes stabilized. In Fig. 2.30d, after the beamforming module
is initiated, the signal carrier-to-noise ratio rises up rapidly. In Fig. 2.30e, after the
signal stabilizes, the average carrier-to-noise ratio improves by 5.68 dB compared

(e) After the beamforming is stabilized. 

Fig. 2.30 (continued)
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with that of after the jamming mitigation due to the signal processing gain brought
by the antenna array. This is because the GPS receiver module has acquisition
function towards the low signal-to-noise visible satellites. In addition, at different
moments, the visible satellites can change, so that after jamming mitigation, the
system can track the PRN20 satellite. The experiment results show that while the
system implemented suppresses the jamming signal, it forms a higher beam gain
towards the direction of the satellites, so that effectively improves the signal’s
carrier-to-noise ratio.

2.6 Space Time Adaptive Filtering

Space-time Adaptive Processing (STAP) was proposed by Brennan et al. [48] in
1973 to solve the ground clutter suppression problem that shows a space-time
two-dimensional coupled distribution for airborne radar. It essentially expands the
one-dimensional spatial domain filtering technique to time and space
two-dimensional domain, to form Time-Space two-dimensional processing struc-
ture. Reed et al. [49]. proposed the Sample Matrix Inverse (SMI) algorithm to
compute adaptive weight. After this, to solve the problem of large computational
load of two-dimensional optimal processing, Klemm proposed the auxiliary channel
(ACR) [42] algorithm, Hong W. et al. proposed the joint domain localized pro-
cessing (JDL) algorithm [50] and the

P� D STAP algorithm [51], and Pao Zheng
et al. proposed the method of “time first, space next” adaptive cascade processing
method and partial joint adaptive processing method (abbreviated as
two-dimensional Capon method and 3DT method) [47]. All these algorithms are
computation-efficient. In addition, to promote the applicability of the STAP,
scholars globally have studied problems such as reduced ranking processing and
STAP under non-uniform environment.

For airborne and missile-borne receiver applications, the array antenna apertures
are usually restricted. When there are various types of jamming (e.g. narrow band
and wideband jamming, dispersion multipath interference etc.), only spatial domain
processing cannot provide enough degrees of freedom to have good jamming
suppression performance. Consequently, Fante et al. applied the STAP technique
on GPS jamming mitigation, to greatly improve the degrees of freedom of the
adaptive system. They also studied the criterion of the space-time jamming miti-
gation, the impact from multipath jamming, and the GPS signal distortion caused by
STAP [16, 52–54] etc.

2.6.1 Space-Time Processing Data Model

Considering a uniform linear array composed of M array elements, and each array
element has K taps with a tap delay of T : The STAP structure is shown in Fig. 2.31.
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It can be seen on every array element channel that a FIR filter is constructed using
delays at all levels that can be used in the temporal domain to remove jamming.
From the perspectives of the nodes with the same time delays, different array
elements constitute adaptive filter in the spatial domain, so it can identify spatial
jamming sources, and suppress jamming by forming spatial domain nulls.
Consequently, space-time processing has the ability to eliminate the jamming in the
space-time domain.

We assume that after down-conversion, the received baseband signal xðtÞ at the
reference point at time t is represented as

xðtÞ ¼ sðtÞþ
XQ
q¼1

jqðtÞþ eðtÞ ð2:143Þ

where sðtÞ denotes the satellite baseband signal; jqðtÞ denotes the baseband signal of
the qth jamming signal; eðtÞ is the additive Gaussian White noise. The data received
by the array at time t can be written in the form of aMK � 1 dimensional vector, i.e.

xðtÞ ¼ ½x11ðtÞ; x12ðtÞ; . . .; x1KðtÞ; . . .; xM1ðtÞ; . . .; xMKðtÞ�T ð2:144Þ

where xmkðtÞ is the received signal at time t for the mth array’s kth delay unit, and it
can be represented as

xmkðtÞ ¼ smkðtÞþ
XQ
q¼1

jqmkðtÞþ emkðtÞ ð2:145Þ

For the GNSS signal in (2.145), the first array element of the uniform linear
array is used as the reference point. By referring to the definition in (2.12), the
GNSS signal received by the mth array’s kth delay unit at time t can be written as

smkðtÞ ¼ sðt � ðk � 1ÞTÞe�j2pðm�1Þd sin h
k ð2:146Þ

where h denotes the angle of arrival of the satellite signal, and d denotes interval
between array elements, and k denotes the wavelength of the GNSS signal.

The GNSS signal received by the antenna array can be written at time t in the
form of a MK � 1 dimensional vector, i.e.

�sðtÞ ¼ ½s11ðtÞ; s12ðtÞ; . . .; s1KðtÞ; . . .; sM1ðtÞ; . . .; sMKðtÞ�T ¼ As tð Þ ð2:147Þ

where sðtÞ ¼ sðtÞ; sðt � TÞ; . . .; sðt � ðK � 1ÞTÞ½ �T is the delayed GNSS signal at
the Kth level, and A ¼ IK�K � aðhÞ, aðhÞ is the spatial domain steering vector
(reference (2.12)), and � denotes the Kronecker product.

In Fig. 2.31, fwmkgðm ¼ 1; 2; . . .;M; k ¼ 1; 2; . . .;KÞ is the space-time
two-dimensional weight vector, and wmk is the weight for the kth delay unit of
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the mth array element. The weight vector is written in the form of MK � 1
dimensional vector, i.e.

w ¼ ½w11; w12; . . .; w1K ; . . .; wM1; . . .; wMK �T ð2:148Þ

Then, the output the space-time processor is

yðtÞ ¼ wHxðtÞ ð2:149Þ

For the jamming component in (2.145), if multipath interference is not consid-
ered, its model is very similar to the model of the GNSS signal. If the jamming
signal and the jamming signal’s multipath signal incident on the array antenna
simultaneously, as shown in Fig. 2.32, the received jamming signal becomes a
combined jamming signal after the directly arrived wave and the reflected wave
interfere with each other. This scenario happens more often when a GNSS receiver
antenna is installed on a mobile platform. Using an airplane example, due to the
reflections of the fuselage and the wings, the reflection waves of the jamming

Fig. 2.31 STAP block diagram
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among different antennas are only partially correlated, i.e. the array generates the
dispersion phenomenon, also known as dispersion multipath jamming [55]. Below
we use airborne dispersion multipath jamming as an example, to illustrate the
necessity of the STAP processing.

For the qth jamming signal jq tð Þ, if the array antenna receives another even larger
reflected jamming signal relative to the LOS jamming signal, then the jamming
signal received by the mth antenna becomes

Jqm tð Þ ¼ jqm tð Þþ ajqm t � smp
� � ð2:150Þ

where the time delay of the multipath jamming relative to the LOS jamming is smp;
the multipath attenuation coefficient is a. The jamming signal received by the array
can be written in the form of a M � 1 dimension vector as

JqðtÞ ¼ Jq1ðtÞ; Jq2ðtÞ; . . .; JqMðtÞ
� �T. Then the array covariance matrix for the

jamming is

Rj ¼ E JqðtÞJHq ðtÞ
n o

¼ r2j a hj
� �

a hmp
� �� � 1 ar� smp

� �
a�r smp
� �

a2
�� ��

" #
a hj
� �

a hmp
� �� �H ð2:151Þ

where r2j is the power of jamming signal; hj is the direction of LOS jamming; hmp is
the direction of multipath multipath; aðhjÞ is the array steering vector of LOS
jamming; aðhmpÞ is the array steering vector of the multipath jamming; rðsmpÞ is the
correlation function between the LOS jamming and the multipath jamming.

Under the above given assumptions, if the correlation function between the LOS
jamming and the multipath jamming rðsmpÞ is not equal to 1, then the rank of the

Fig. 2.32 Multipath
jamming
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jamming covariance matrix is 2, and the array shows dispersion phenomenon. For
this same reason, we can derive that, if one LOS jamming and P multipath jam-
mings incident on the array simultaneously, since the received signals among dif-
ferent antennas are not correlated anymore, the rank of the jamming covariance
matrix is larger than 1, and at maximum it can reach P + 1. Under the condition, if
only spatial domain array process is used, multiple degrees of freedom are con-
sumed to resist one jamming source. For M-element antenna array spatial domain
processing, at maximum M − 1 nulls can be formed. When dispersion jamming
exists, the reduction of degrees of freedom can degrade the performance of only
spatial domain jamming suppression. STAP can greatly improve the degrees of
freedom for adaptive processing, and furthermore it can improve performance by
resisting dispersion jamming.

When wideband jammings exist, similar to the case above, the signals received
by various array elements are not correlated with each other anymore. Therefore,
STAP is also needed to improve the degrees of freedom for adaptive processing.

2.6.2 Space-Time Power Minimization Algorithm

The process used in space-time adaptive jamming mitigation uses different
space-time algorithms to derive weight vectors for the array, so that the array output
can be rendered immune from the impacts of jamming. This optimum criterion is
the theoretical foundation in determining the space-time processing optimal weight
vector. Different optimum weight vectors satisfying different requirements can be
derived based on different criteria. Among them, the space-time power minimiza-
tion algorithm [8] is widely applied on many GNSS receivers based on array
antennas because it does not need any a priori information and the implementation
is simple.

The power minimization algorithm, if the GNSS signal at the receiver is rather
weak (around 20 dB lower than the noise level) and the jamming signal is very
strong (often much larger than the noise level), determines the weight vector by
minimizing the array output signal power. The method requires the weight of the first
tap to be 1, and then a weight vector is selected to minimize the output power, i.e.

min
w

wHRxw

s:t: wHdMK ¼ 1
ð2:152Þ

where Rx ¼ E xðtÞxHðtÞf g is the theoretical covariance matrix for received signals
by the array. In actual computation, it is usually substituted using the sample

covariance matrix R̂x ¼ 1
N

PN
n¼1

xðnÞxHðnÞ; dMK ¼ ½1; 0; . . .; 0�T is a MK � 1 dimen-

sion vector. Based on the Lagrange principle, the weight vector can be derived as
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wopt ¼ R�1
x dMK

dHMKR
�1
x dMK

ð2:153Þ

Even though the power minimization method does not need any a priori infor-
mation and can be easily implemented, it cannot provide beam gain brought by
array processing. So it cannot maximize the output signal to jamming-plus-noise
ratio.

2.6.3 Space-Time De-spread Re-spread Algorithm

As described in Sect. 2.5.2, the blind adaptive algorithm based on de-spread
re-spread algorithm takes advantage of the fact that the GNSS signal’s spread
spectrum code is known, so that it can simultaneously achieve array signal pro-
cessing gain and jamming suppression with no need to know the directions of
GNSS signals beforehand. Thereby, to expand the de-spread re-spread technique to
the space-time domain, we can obtain space-time de-spread re-spread jamming
suppression algorithm, and its block diagram is shown in Fig. 2.33.

Fig. 2.33 Block diagram of space-time de-spread re-spread algorithm

88 2 Jamming Suppression



www.manaraa.com

First, we project the space-time data towards the inverse matrix of the covariance
matrix, i.e.

yðtÞ ¼ R�1
x xðtÞ ð2:154Þ

Then to perform acquisition and tracking on any one signal in (2.154), we can
obtain the PRN code clðt � ŝlÞ, frequency x̂l and navigation message D̂lðt � ŝlÞ
synchronized with the lth GNSS signal. From this information the lth GNSS signal
can be reconstructed, i.e.

dlðtÞ ¼ D̂l tð Þclðt � ŝlÞejx̂lðt�ŝlÞ ð2:155Þ

We can reconstruct GNSS signals received from all L satellites or those satellites
satisfying the position requirements using this method.

By performing correlation between reconstructed lth GNSS signal and the
projected space-time data, the derived cross-correlation is

r̂yd ¼
XN
n¼1

y nð Þd�l nð Þ ð2:156Þ

Based on this, similar to (2.142), we can obtain the space-time de-spread
re-spread weight vector

wlopt ¼ R�1
x r̂yd ð2:157Þ

By repeating the steps described in (2.155)–(2.157), we can obtain the corre-
sponding beams for L GNSS signals, and every beam points to one GNSS satellite.

2.6.4 Reduced Rank Space-Time Adaptive Filtering
Algorithm

Good jamming suppression effects can be achieved by applying STAP technique on
GNSS receivers. But, STAP processing involves the inverse of two-dimensional
high order matrix. Not only does it require a large amount of computation, it also
has a higher demand on the number of snapshots. Therefore, it is very important to
perform reduced rank simplification on STAP [56]. It not only can greatly reduce
the amount of computation, it also reduces the speed of convergence. In this sec-
tion, we introduce some commonly used reduced rank STAP jamming suppression
algorithms presently, including Principal Components (PC) [56], Cross Spectral
Metric (CSM) [57], Multistage Nested Wiener Filter (MWF) [58–60], and
Multistage Iterative Reduced Rank (MIRR).
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Before introducing these commonly used reduced rank algorithms, we give the
unified structure of reduced rank space-time adaptive jamming suppression algo-
rithm based on the Wiener filter structure shown in Fig. 2.34.

Weiner-Hopf equation’s solution is

w0 ¼ R�1
x rxd0 , E xxH

� 
� ��1
E xd�0
� 
 ð2:158Þ

where d0 denotes the desired signal; x is the two-dimension snapshot vector cor-
responding to the observed signal received by space-time processor; w0 is the
weight vector of space-time processor; d̂0 ¼ wH

0 x is the estimate on the desired
signal; Rx ¼ EfxxHg is the covariance matrix corresponding to the observed signal;
rxd0 ¼ Efxd�0g is the cross-correlation vector between the observed signal and the
desired signal. The minimum mean square error of the output corresponding to
(2.158) is

MMSE ¼ r2d0 � rHxd0R
�1
x rxd0 ð2:159Þ

where r2d0 ¼ Efd0d�0g is the average power of the desired signal. It can be seen in

(2.158) that the weight vector w0 makes d̂0 approach the signal component of the
desired signal d0 that is correlated with the observed signal, i.e. d̂0 is the projection
component of the observed signal x on the direction of cross-correlation rxd0 .

To solve for the classic Wiener filter’s optimum weight vector, an inverse
operation on the covariance matrix of the observed signal received by space-time
processor is needed. The amount of computation is very large and the speed of
convergence is slow (i.e. very high requirement on the number of snapshots). Thus
further illustrates the necessity to perform reduced rank processing. By performing
reduced rank processing, a smaller subspace can be created to approximate
observation space that can greatly reduce the computation complexity and achieve
faster speed of convergence. Theoretically, when the dimension of the reduced rank
is reduced down to the space dimension of the jamming signal, the impacts on the
processor’s jamming suppression performance are not significant.

The reduced rank STAP jamming suppression algorithm can be expressed in a
unified fashion: by using a MK � D dimension reduced rank transformation matrix
T ¼ t1,t2, . . ., tD½ � (where D \MK represents the dimension after reducing the
rank of the input observation signal), so that the dimension of the observed signal is
reduced from MK dimension to D dimension, and the D-dimension adaptive

Fig. 2.34 Block diagram of a
classical Wiener filter
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processing can be done in this reduced rank space. A D� 1 dimension adaptive
weight vector wD can then be obtained, as shown in Fig. 2.35.

After performing T transformation reduced rank processing on the observed
signal, the new input observed signal vector obtained is

xD ¼ THx ð2:160Þ

The covariance matrix corresponding to the observed data after rank reduction is

RD ¼ THRxT ð2:161Þ

It can be seen that the dimension of covariance matrix reduces from MK �MK
to D� D: Thereby, to solve the space-time adaptive weight vector after rank
reduction wD, the amount of computation needed for covariance matrix inverse
operation can be reduced significantly. The overall weight vector of the space-time
adaptive processor is

w ¼ TwD ð2:162Þ

The key for reduced rank processing is to select the proper reduced rank
transformation matrix T, so that as the rank of the processor reduces, we still can
achieve performance close to that of a full-dimensional optimum processor.

1. Principal Component Method

The main idea of the principal component method (PC) [56] is to perform
eigenvalue decomposition on the observed data’s covariance matrix Rx, to obtain
eigenvalue ki and the corresponding eigenvector vi, i.e.

Fig. 2.35 Unified structure for reduced rank space-time adaptive jamming suppression algorithm
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Rx ¼ VKVH ¼
XMK

i¼1

kivivHi ð2:163Þ

where the diagonal element of the diagonal matrix K i is Rx’s eigenvalue; V is the
matrix composed of column vectors of Rx’s eigenvector.

The GNSS signal reaching the receiver is much weaker than the noise level,
while the jamming signal is fairly strong and is way above the noise level, thereby
the space expanded from the eigenvector corresponding to the Rx’s large eigen-
values can be regarded as the jamming subspace, while the space expanded from
the eigenvector corresponding to Rx’s small eigenvalues can be regarded as the
noise subspace. By arranging Rx’s eigenvalues in descending order
ði:e: k1>k2> 
 
 
>kMKÞ, the eigenvectors vi corresponding to the first D largest
eigenvalues ki can be used as the reduced rank matrix, i.e.

T ¼ VD = [v1; v2, . . ., vD] ð2:164Þ

Now, the observed data’s covariance matrix Rx can be approximated using the
following formula

Rx 	 RPC ¼ VDKDVH
D ¼

XD
i¼1

kivivHi ð2:165Þ

where the diagonal matrix KD ¼ diag k1; k2; . . .; kDf g, and is a D� D dimensional
matrix; the reduced rank eigenvector VD is a MK � D dimension matrix, and the
reduced rank dimension D�MK � 1: If D is bigger than the dimension of the
jamming subspace, the jamming information can be preserved. Then, the principal
component method’s weight vector is

wPC ¼ R�1
PCrxd0 ¼

XD
i¼1

1
ki
vivHi rxd0 ð2:166Þ

If all jamming components that need to be suppressed are all contained in the
reduced rank matrix T, the principal component method has very good reduced
rank performance. But the PC method approximates the auto-correlation matrix
based on the eigenvalues’ amplitudes only. It does not consider the space-time
two-dimension steering vector of the desired signal. Consequently, the space
compression is not complete. When there is characteristic spectrum expansion and
subspace leakage, the performance of the PC method’s compression usually
experiences sharp degradation. Aiming towards the above questions, we introduce
the cross spectral metric to improve the principal component method.
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2. Cross Spectral Metric

The main idea of Cross spectral metric (CSM) [57] is to use the amplitude of
cross spectral energy as the criterion to select reduced rank matrix. By substituting
the observed data covariance matrix’s eigenvector decomposition expansion for-
mula (2.163) into the Wiener filter output’s minimum mean square error expression
(2.159), we can obtain

MMSE ¼ r2d0 � rHxd0R
�1
x rxd0 ¼ r2d0 � rHxd0

XMK

i¼1

vivHi
ki

rxd0

¼ r2d0 �
XMK

i¼1

vHi rxd0
�� ��2

ki
, r2d0 �

XMK

i¼1

q2i
ki

ð2:167Þ

where qi ¼ vHi rxd0
�� �� denotes the space correlation between the ith eigenvector and

the desired signal’s space-time two-dimension steering vector. By defining q2i


ki as

cross spectral energy, we maximize the overall cross spectral energy by minimizing
the output MMSE in formula (2.167). Therefore, the cross spectral metric method
selects the eigenvectors ~vi corresponding to the first D number of eigenvalues ~ki
that maximize cross spectrum energy as the reduced rank matrix, i.e.

T ¼ ~VD ¼ ½~v1; ~v2; . . .; ~vD� ð2:168Þ

Then, the observed data’s covariance matrix Rx can be approximated as

Rx 	 RCSM ¼ ~VD
~KD ~V

H
D ¼

XD
i¼1

~ki~vi~vHi ð2:169Þ

Then, we can obtain the cross spectral metric method’s weight vector

wCSM ¼ R�1
CSMrxd0 ¼

XD
i¼1

1
~ki
~vi~vHi rxd0 ð2:170Þ

The data compression effect of the cross spectrum measure method is better than
that of the principal component method. But, both the cross spectrum measure
method and the principal component method need to perform eigenvalue decom-
position on the observed data’s covariance matrix to obtain reduced rank subspace,
so that the amount of computation required is still large. To some degree, this
constraint limits the application of these methods in actual engineering practices.
The multistage nested wiener filter method introduced below can avoid matrix
inverse and eigenvalue decomposition so it can reduce the computation complexity
for the above two problems.
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3. Multistage Nested Wiener Filter

The multistage Nested Wiener Filter (MWF) [58] is a multistage equivalent
realization of the Wiener filter. It uses a series of orthogonal projection to perform
multistage decomposition on observed input signal vector, then performs multistage
scalar Wiener filtering to synthesize the output error signal of the Wiener filter.
Compared with the PC and CSM methods that are based on feature decomposition,
the MWF method avoids complex operations such as matrix inverse and feature
decomposition.

Before we introduce multistage Wiener filter, we must first give the following
theorems [38].

Theorem 2.1 Using full rank matrix T 2 C
MK�MK, we perform pre-filtering on

observed data x0 (originally x) to obtain new observed data z1 ¼ Tx0. The Wiener
filter weight vector wz1 and estimated signal d̂0 ¼ wH

z1z1 are also derived based on
this data, and the MMSE derived is the same as that of no prefiltering.

Below we give proof on Theorem 2.1, to derive the Weiner filtering performance
on full rank matrix pre-filtering. Figure 2.36 shows the block diagram of using full
rank matrix T 2 C

MK�MK to perform pre-filtering processing on observed data x0.
New observed data after pre-filtering can be written as

z1 ¼ Tx0 ð2:171Þ

The corresponding new mean square error is

MSEz1 ¼ r2d0 � wH
z1rz1d0 � wz1r

H
z1d0 þwH

z1Rz1wz1 ð2:172Þ

where Rz1 ¼ E z1zH1
� 
 ¼ E Tx0xH0 T

H
� 
 ¼ TRx0T

H is the covariance matrix for the
new observed data; rz1d0 ¼ E z1d�0

� 
 ¼ E Tx0d�0
� 
 ¼ Trx0d0 is the cross-correlation

between new observed data and expected data. The derived Wiener filtering weight
vector wz1 can be represented as

wz1 ¼ R�1
z1 rz1d0

¼ T�1� �H
R�1

x0 T
�1Trx0d0 ¼ T�1� �H

R�1
x0 rx0d0

¼ T�1� �H
wx0

ð2:173Þ

The new desired signal estimated based on new observed data is

d̂0 ¼ wH
z1z1 ¼ wH

x0T
�1Tx0 ¼ wH

x0x0 ð2:174Þ
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It can be seen that the estimated results are the same as those before pre-filtering.
Now the new MMSE can be recalculated. Under the minimum mean square error
criterion, we can derive using (2.172)

MMSEz1 ¼ r2d0 � wH
z1Rz1wz1

¼ r2d0 � wH
x0T

�1TRx0T
H T�1� �H

wx0

¼ r2d0 � wH
x0Rx0wx0

¼ MMSEx0

ð2:175Þ

It can be seen that the output MMSE is the same as before pre-filtering.
Based on Theorem 2.1, we can use the full rank pre-filtering matrix

T1 ¼ hH1
B1

� �
2 C

MK�MK ð2:176Þ

where h1 ¼ rx0d0= rx0d0k k 2 C
MK�1 is a normalized cross-correlation vector; B1 ¼

nullðh1Þ 2 C
MK�1�MK is a ðMK � 1Þ �MK dimension matrix orthogonal to h1,

and is regarded as the blocking matrix, and its expanded space is h1’s null space,
i.e. B1h1 ¼ 0: Then, Fig. 2.37 shows the structure of a Wiener filter. Where d1 ¼
hH1 x0 is x0’s projection on the projection direction of the cross-correlation vector
rx0d0 ; h1 ensures that d1 and d0 have the largest correlation; x1 ¼ B1x0 is a MK − 1

Fig. 2.36 Wiener filter
including pre-filtering

Fig. 2.37 Two-stage Wiener filter structure
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dimension vector, and it corresponds to the projection x0’s projection on its MK − 1
dimension subspace orthogonal to cross-correlation vector rx0d0 , not containing any
information in d0.

The new observed data after pre-filtering the observed data x0 can be represented
as

z1 ¼ T1x0 ¼ hH1 x0
B1x0

� �
¼ d1

x1

� �
ð2:177Þ

Its corresponding covariance matrix is

Rz1 ¼ r2d1 rHx1d1
rx1d1 Rx1

� �
ð2:178Þ

where

r2d1 ¼ E d1d
H
1

� 
 ¼ hH1Rx0h1

rx1d1 ¼ E x1d�1
� 
 ¼ B1Rx0h1

Rx1 ¼ E x1xH1
� 
 ¼ B1Rx0B

H
1

ð2:179Þ

The Rx0 in the above formula is the original Rx. The cross-correlation vector
between the new observed data and the desired data is

rz1d0 ¼ E z1d�0
� 
 ¼ T1rx0d0 ¼

rx0d0k k
0 MK�1ð Þ�1

� �
ð2:180Þ

Therefore, the Wiener filtering weight vector corresponds to the data in (2.177)
is

wz1 ¼ R�1
z1 rz1d0 ð2:181Þ

By applying the block Hermite matrix inverse formula, we can derive

R�1
z1 ¼ n�1

1

1 �rHx1d1R
�1
x1

�R�1
x1 rx1d1 R�1

x1 n1Iþ rx1d1r
H
x1d1R

�1
x1

� �" #
ð2:182Þ

where n1 ¼ E e1j j2
n o

¼ r2d1 � rHx1d1R
�1
x1 rx1d1 . By substituting (2.182) into (2.181),

we can derive the Wiener filtering weight vector after pre-filtering [59]
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wz1 ¼ n�1
1

1 �rHx1d1R
�1
x1

�R�1
x1 rx1d1 R�1

x1 n1Iþ rx1d1r
H
x1d1R

�1
x1

� �
2
4

3
5 rx0d0k k

0 MK�1ð Þ�1

" #

¼ n�1
1 rx0d0k k 1

�R�1
x1 rx1d1

" #

¼ w1
1

�w2

� �
ð2:183Þ

It can be seen that, an MK dimension Wiener weight vector can be decomposed
into a form of one scalar and an MK − 1 dimension weight vector. Among them,
the scalar w1 ¼ n�1

1 rx0d0k k, the MK – 1 dimension weight vector w2 ¼ R�1
x1 rx1d1 is

the Wiener solution of the estimated scalar d1 based on MK − 1 dimension data x1.
Using the same method we can decompose the Wiener filter stage by stage, as

shown in Fig. 2.38, until it can be decomposed to the (MK − 1)th stage. Then, we
can simplify the matrix inverse as the reciprocal of multiple scalars. hr of every
decomposition is the cross-correlation between the previous upper branch’s desired
signal and the lower branch’s observed data xr�1, in order to preserve the infor-
mation from the previous step as much as possible. The block matrix of every
decomposition Br can ensure orthogonalities among ever reduced rank components.
After Multistage decomposition, we can still obtain the same output MMSE as the
original Wiener filtering.

Actually, there is no need to completely decompose the filter. Only D-step
decompositions (D � MK − 1) can obtain almost all useful information. Then, the
observed data xD contains almost no jamming components, and its covariance
matrix tends to whiten, so that decomposition can stop [60]. As shown in Fig. 2.38,
a multistage Winder filter is composed of an analysis filter and a synthetic filter. The
analysis filter uses an orthogonal projection transformation to perform decompo-
sition, and the synthetic filter uses a set of iterative Wiener filters for synthesis, and
its input is the output of the analysis filter. The detailed steps of the original
multistage Wiener reduced rank algorithm’s iterative process are listed in Table 2.2.
In the table, Bptran ¼ BH

p .

Fig. 2.38 Multistage Wiener filter structure
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Based on the above iterative solution process for the original multistage Wiener
filter, we can implement the reduced rank filter for the input observed signal. Below
we give the explicit expression of the method, i.e. (2.184)–(2.186). After com-
pleting the decomposition, the equivalent reduced rank matrix can be expressed as

TMWF ¼ t1; t2; . . .; tD½ � ¼ h1;BH
1 h2; . . .;

YD�1

i¼1

BH
i

 !
hD

" #
ð2:184Þ

t1; t2; . . .; tD½ � is the basis vector of the reduced rank subspace. The equivalent
weight vector after rank reduction can be expressed as

wD ¼ w�
1;�w�

1w
�
2; . . .; �1ð ÞD�1

YD�1

i¼1

w�
i

" #T
¼ TH

MWFRx0TMWF

� ��1
TH
MWFrx0d0

ð2:185Þ

The overall weight matrix can be denoted as

wMWF ¼ TMWFwD ð2:186Þ

Different block matrices can enable different implementations for multistage
Wiener filter. Goldstein, Reed and Scharf, who originally proposed the multistage
Wiener filter, provided a method to compute a block matrix in the appendix of

Table 2.2 Detailed steps of
original multistage Wiener
filtering algorithm

Analysis filter

Initialization:
Rx ¼ Rx0 ¼ E x0xH0

� 

, rxd ¼ rx0d0 ¼ E x0dH0

� 

, Bp ¼ IMK�1,

Bptran ¼ IMK�1

Iterative computation: for i ¼ 1; 2; . . .;D
di ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
rHxdrxd

p
, hi ¼ rxd=di, r2i ¼ hHi Rxhi, Bi ¼ null hið Þ,

ti ¼ BH
i hi, Bptran ¼ BH

p , Bp ¼ BiBp, rxd ¼ BpRx0Bptranhi,

Rx ¼ BpRx0B
H
p

Synthetic filter

Initialization:
nD ¼ r2D, wD ¼ dD=nD
Iterative computation: for i ¼ D� 1;D� 2; . . .; 2; 1
ni ¼ r2i � d2iþ 1=ni, wi ¼ d2i =ni
Weight computation

Initialization:
wr = 0, wp ¼ 1

Iterative computation: for i ¼ 1; 2; . . .;D
wp ¼ �wpw�

i , wr ¼ wr þ tiwp

When iteration completes, we can obtain: wMWF ¼ wr
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Ref. [58]. The implementation method is known as GRS-MWF. The vector is
represented as

hi ¼ hi1; hi2; . . .; hiðMK�iÞ
� � ð2:187Þ

Then GRS-MWF’s block matrix is

Bi ¼

1
hi1

�1
hi2

0 
 
 
 0 0 0
0 1

hi2
�1
hi3


 
 
 0 0 0

..

. ..
. ..

. . .
. ..

. ..
. ..

.

0 0 0 
 
 
 1
hiðMK�i�2Þ

�1
hiðMK�i�1Þ

0

0 0 0 
 
 
 0 1
hiðMK�i�1Þ

�1
hiðMK�iÞ

2
66666664

3
77777775

ð2:188Þ

It can be seen that Bi is a ðMK � i� 1Þ � ðMK � iÞ rectangular array. Since
xi ¼ Bixi�1, we know that the dimension of xi decrements by 1 as i increases, and
that it is very beneficial for reducing computation load and storage requirement. By
truncating the multistage Wiener filter after the Dth step (D < MK − 1), we can
obtain a D-order reduced rank multistage filter, and this is also known as a mul-
tistage Wiener filter with rank D.

Multistage Wiener filter can also be implemented using the correlation sub-
traction structure called CSA-MWF, as shown in Fig. 2.39. The structure is
equivalent to a block matrix as

Bi ¼ Ii � hihHi
hik k ð2:189Þ

Furthermore the analysis filter in Fig. 2.37 can also be simplified. As shown in
Fig. 2.39, the CSA-MWF structure is based on a data field, so it does not need to
explicitly compute the input observation signal’s covariance matrix and block
matrix. Therefore, the amount of computation can be greatly reduced compared
with the GRS-MWF structure.

Fig. 2.39 Data field CSA-MWF implementation structure
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The detailed steps for the data field CSA-MWF algorithm iterative process are
shown in Table 2.3.

Below we give the explicit expression for the method, i.e. (2.190)–(2.192). After
completing the decomposition, the equivalent reduced rank matrix can be expressed
as

TMWF ¼ dMK ; h1; . . .; hD½ � ð2:190Þ

After rank reduction, the equivalent weight vector can be expressed as

wD ¼ 1;w1; . . .;wD½ �T ð2:191Þ

The overall weight vector can be denoted as

wMWF ¼ TMWFwD ð2:192Þ

4. Multistage Iterative Reduced Rank Method

It can be discovered from the Multistage Nested Wiener Filter introduced above
that these methods use iterative computation to avoid the processes of covariance
matrix inverse and feature decomposition so the amount of computation can be
reduced. Among them, the data field’s CSA-MWF implementation structure
improves the computational complexity on the analysis filter by not calculating the
covariance matrix, as well as reduces every iteration’s computation complexity by
calculating cross correlations among vectors to derive new desired signal and

Table 2.3 Detailed steps for
data field CSA-MWF
algorithm

Synthetic filter

Initialization: d0ðnÞ ¼ dHMKxðnÞ, x0ðnÞ ¼ xðnÞ � dMKd0ðnÞ
Iterative computation: for i ¼ 1; 2; . . .;D
hi ¼ E xi�1ðnÞd�i�1ðnÞ

� 

= E xi�1ðnÞd�i�1ðnÞ

� 
�� ��,
diðnÞ ¼ hHi xi�1ðnÞ,
xiðnÞ ¼ xi�1ðnÞ � hiðnÞdiðnÞ
Synthetic filter

Initialization: eDðnÞ ¼ dDðnÞ
Synthetic filter

Iterative computation: for i ¼ D;D� 1; . . .; 2; 1

wi ¼ E eiðnÞd�i�1ðnÞ
� 


=E eiðnÞk k2
n o

,

ei�1ðnÞ ¼ di�1ðnÞ � w�
i eiðnÞ

Weight calculation

Initialization: wp ¼ 1

Iterative computation: for i ¼ 1; 2; . . .;D
wp ¼ �wpw�

i , wi ¼ wp
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observed data. This method then iterates backwards in the synthetic filter to
determine the weight vector. Even though it is a scalar Weiner filter structure, but
they nest with each other so that they can not be realized using parallel computa-
tion, thereby the overall real time performance of the algorithm suffers. The syn-
thetic filter structure can be improved by making it execute one iteration for every
added step, e.g. compute the weight vector in parallel. This parallel multistage
iterative structure after improving both the analysis filter and synthetic filter is
known as the Multistage Iterative Reduced Rank method.

From (2.185) and (2.186), the overall weight vector can be represented as

wMWF ¼ T THRx0T
� ��1

THrx0d0 ð2:193Þ

where we can simplify so that T = TMWF. For the multistage Wiener filter structure
shown in Fig. 2.36 with a rank of D, the ith desired signal after analysis filter
decomposition can be written as

di ¼
Yi�1

j¼1

BH
j

 !
hix0 ¼ tHi x0 ð2:194Þ

By writing various stages of desired signals into vector form representation, we
have

dðDÞ ¼ d1; d2; . . .; dD½ �T¼ TðDÞ
h iH

x0 ð2:195Þ

By substituting (2.195) into (2.193), we can obtain the overall weight vector as

wMWF ¼ TðDÞ RðDÞ
d

h i�1
rdd0 ð2:196Þ

where RðDÞ
d ¼ EfdðDÞ½dðDÞ�Hg ¼ ½TðDÞ�HRx0T

ðDÞ is a transformation covariance
matrix, and we derive

RðDÞ
d ði; iÞ ¼ E did

�
i

� 
 ¼ r2di

RðDÞ
d ði; i� 1Þ ¼ E did

�
i�1

� 
 ¼ E hHi xi�1d
�
i�1

� 
 ¼ hHi rxi�1di�1 ¼ di

RðDÞ
d ði� 1; iÞ ¼ E di�1d

�
i

� 
 ¼ E di�1x
H
i�1hi

� 
 ¼ rHxi�1di�1
hi ¼ di; i ¼ 2; 3; . . .;D

ð2:197Þ

Therefore, RðDÞ
d is a real number matrix in the form of three diagonal matrices
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RðDÞ
d ¼

r2d1 d2 0 
 
 
 0 0
d2 r2d2 d3 
 
 
 0 0

0 d3 r2d3
. .
.

0 0

..

. ..
. ..

. . .
.

dD�1 0
0 0 0 dD�1 r2dD�1

dD
0 0 0 0 dD r2dD

2
6666666664

3
7777777775
¼ RðD�1Þ

d
0
dD

0 dD r2dD

2
4

3
5 ð2:198Þ

Also in (2.196)

rdd0 ¼ E dðDÞd�0
n o

¼ E TðDÞ
h iH

x0d�0

� �
¼ TðDÞ
h iH

rx0d0 ¼ TðDÞ
h iH

h1d1 ¼ d1
0

� �
ð2:199Þ

It can be known from (2.199) that the weight vector in (2.196) only needs to be

used in the first row of ½RðDÞ
d ��1, and multiply it by d1. By defining

CðDÞ ¼ CðDÞ
1 ; CðDÞ

2 ; . . .; CðDÞ
D

h i
¼ RðDÞ

d

h i�1
ð2:200Þ

and further expanding (2.200) based on the block Hermite matrix inversion for-
mula, we can obtain

CðDÞ ¼ RðDÞ
d

h i�1
¼ CðD�1Þ 0

0 0

� �
þ b�1

D bðDÞ bðDÞ
h iH

ð2:201Þ

bD ¼ r2dD � d2DC
ðD�1Þ
D�1;D�1 ð2:202Þ

bðDÞ ¼ �dDC
ðD�1Þ
D�1

1

� �
ð2:203Þ

where CðDÞ
i;j denotes the ith element of the jth column CðDÞ

j . We only need the first

row CðDÞ
1 of RðDÞ

d

h i�1
to compute the weight vector in (2.196).

CðDÞ
1 ¼ CðD�1Þ

1
0

� �
þ b�1

D CðD�1Þ
1;D�1

d2DC
ðD�1Þ
D�1

�dD

� �
ð2:204Þ

where CðDÞ
D ¼ b�1

D
�dDC

ðD�1Þ
D�1

1

� �
, CðDÞ

D;D ¼ b�1
D , bD ¼ r2dD � d2Db

�1
D�1. Since CðDÞ

1

can be solved iteratively based on (2.204), the overall weight vector is

wMWF ¼ d1TðDÞCðDÞ
1 ð2:205Þ
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From (2.205), we extrapolate that for every incremental stage of the filter, only
one iteration needs to be added, so that the recursive updating for backward iteration
can be avoided. If the analysis filter adopts the CSA-MWF implementation structure,
and at the same time the synthetic filter adopts the backward iterative algorithm, the
constructed multistage iterative implementation structure is shown in Fig. 2.40.

Detailed steps of multi-step iterative algorithm are listed in Table 2.4.
We can summarize the various reduced rank methods introduced above: When

the jamming subspace components are all contained in the reduced rank matrix T,
the principal component method has very good reduced rank performance; When
there exist a characteristic spectrum expansion and subspace leakage, the cross
spectral metric method has better data compression effect; The multistage nested

Fig. 2.40 Implementation structure of multi-step iteration

Table 2.4 Detailed steps of
the multi-step iteration
algorithm

Initialization

d0ðnÞ ¼ dHMKxðnÞ, x0ðnÞ ¼ xðnÞ � dMKd0ðnÞ,
h1 ¼ E x0ðnÞd�0ðnÞ

� 

= E x0ðnÞd�0ðnÞ

� 
�� ��, d1ðnÞ ¼ hH1 x0ðnÞ,
x1ðnÞ ¼ x0ðnÞ � h1ðnÞd1ðnÞ, r0;1 ¼ 0, r1;1 ¼ E d1ðnÞd�1ðnÞ

� 

,

cð1Þfirst ¼ r�1
1;1 , c

ð1Þ
last ¼ r�1

1;1

Iterative computation

for i ¼ 2 : MK � 1
hi ¼ E xi�1ðnÞd�i�1ðnÞ

� 

= E xi�1ðnÞd�i�1ðnÞ

� 
�� ��,
diðnÞ ¼ hHi xi�1ðnÞ,
xiðnÞ ¼ xi�1ðnÞ � hiðnÞdiðnÞ, ri;i ¼ E diðnÞd�i ðnÞ

� 

,

ri�1;i ¼ E di�1ðnÞd�i ðnÞ
� 


, bi ¼ ri;i � ri�1;i

�� ��2cði�1Þ
last;i�1,

cðiÞfirst ¼ cði�1Þ
first
0

� �
þ b�1

i cði�1Þ;�
last;1

ri�1;i

�� ��2cði�1Þ
last

�r�i�1;i

" #
,

cðiÞlast ¼ b�1
i

�ri�1;ic
ði�1Þ
last

1

� �
, MSEðiÞ ¼ r2d0 � rx0d0k k22cðiÞfirst;1

If MSEðDÞ\MSEthreshold, Then D ¼ i, jump out

Weight calculation

TD ¼ t1; t2; . . .; tD½ � ¼ h1; . . .; hD½ �, wMWF ¼ rx0d0k k2TDc
ðDÞ
first
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Wiener filter method avoids performing matrix inverse and eignevalue decompo-
sition; The multistage Wiener filter with correlated subtractive structure does not
need to explicitly compute observed data’s covariance matrix, and does not need to
compute the block matrix, therefore it can further reduce dynamic range and
amount of computation. The multi-step iterative reduced rank method achieves
parallel computation of the weight vector, so the real-time performance of the
reduced rank algorithm improves significantly.

2.6.5 Impacts on GNSS Signal by Space-Time Processing
and Equalization Technique

Since a space-time processing method performs jamming suppression in the joint
space-time domain, frequency responses over the whole processing bandwidth are
not consistent, inevitably leading to distortions on GNSS signals, as a result cross
correlation functions between array outputs and local signals have phenomena such
as mainlobe broadening, cross correlation peak shift etc. Those phenomena have
impacts on GPS signal acquisition, pseudo-range measurement, and determination
of user positions [61]. This section analyzes the impacts of space-time processing
on GNSS signals, and introduces some existing main STAP compensation tech-
niques, including weight constraint [61], temporal-domain filter [61], least squares
inverse filtering and equalization method based on homomorphic filtering principle
[62].

Array output signal after the space-time adaptive jamming mitigation is

y nð Þ ¼ wHx(n) = wHAs(n) + wHj(n) + wHe(n) ð2:206Þ

where x(n) denotes the space-time two-dimension snapshot; w denotes the adaptive

weight vector corresponding to the STAP algorithm; A ¼ IK�K � aðhÞ, aðhÞ ¼

1; e�j2pd sin h
k ; . . .; e�j2p M�1ð Þd sin h

k

h iT
is related to the actual direction of arrival h for

GNSS signals; s(n) is the K-stage delayed GNSS signal; j(n) and e(n), respectively,
are the jamming and noise components of space-time two dimensional snapshot.

To suppress and eliminate the jamming, it is equivalent to

wHj nð Þ 	 0 ð2:207Þ

Then the output of the array is

y nð Þ 	 wHAs nð ÞþwHe nð Þ ¼ wHAs nð Þþ�e nð Þ ð2:208Þ

where �e nð Þ ¼ wHe nð Þ represents noise output.
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After the STAP processing, uniform linear array response coefficients for dif-
ferent time delays can be represented using a K � 1 dimension vector h = (wHA)T,
i.e.

h ¼ h 0ð Þ; h 1ð Þ; . . .; h K � 1ð Þ½ �T ð2:209Þ

where

h k � 1ð Þ ¼
XM
m¼1

wmke�j2p M�1ð Þd sin h
k ð2:210Þ

By transforming (2.210) to frequency domain, the GNSS signal’s frequency
response can be obtained using space-time processing

HðxÞ ¼
XK
k¼1

h k � 1ð Þe�jxðk�1ÞT

¼
XK
k¼1

XM
m¼1

wmke
�j2p M�1ð Þd sin h

k �jxðk�1ÞT½ �
ð2:211Þ

If it is assumed that the frequency response of a satellite transmitting signal sðtÞ
is SðxÞ, then the frequency response for the output after the STAP processing is
SðxÞHðxÞ: Therefore, we can obtain the output signal after the STAP for the GNSS
signal, and it has the following format

y nð Þ ¼ 1
2p

Z p

�p
S xð ÞH xð Þejxndx ð2:212Þ

It can be known from distortion-free transmission conditions HðxÞ ¼ Ke�jxt0

(where K and t0 are constants) that when the STAP’s frequency response to the
GNSS signal HðxÞ does not satisfy the above conditions, the GNSS signal has
distortion.

To compensate for the impacts on the GNSS signal by the STAP process,
scholars all over the world have performed related research studies. Among them,
the weight constraint method proposed by professor Hatke from MIT [61] performs
equalization on all distortions of the GNSS signal, to make their impacts on the
distortions the same. This method adds an orthogonal constraint condition to solve
new weights for different jamming mitigation algorithms. The MITRE Corporation
in the US proposed an equalization algorithm based on a temporal-domain filter
[61] to make different GNSS beams’ STAP responses consistent, i.e. let every
GNSS signal’s beam output convolute with STAP responses of other GNSS signals
using an added temporal-domain filter. The University of Chinese National Defense
proposed the method of adding an inverse filter. The method, based on the principle
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of deterministic least squares inverse filter, solves for inverse filter coefficients for
every GNSS signal, and adds array outputs, to recover the desired GPS signal.
Since linear filter has difficulty separating the product signal or convolution signal,
the China Civil Aviation University proposed an equalization algorithm based on
homomorphic filtering [62]. The method transforms a convolution type combined
signal to an additive signal, then designs a filter to separate signals in it, so that
responses of STAP at different delay taps are consistent. Below we introduce the
basic principles of these methods one by one.

1. Weighted Constraint Equalization Algorithm

Weighted Constraint Equalization Algorithm [61] directly adds constraint con-
ditions on jamming mitigation weights of the STAP process, and re-solves for new
weights. From (2.211) we can obtain the response of the space-time processing on
the GNSS signal as: h ¼ h 0ð Þ; h 1ð Þ; h 2ð Þ; . . .; h K � 1ð Þ½ �T, h = (wHA)T is a K � 1
dimension vector. The weighted constraint method, in terms of a specific satellite,
means that the group delay of the constraint h is a fixed value. And the constraint
can be achieved using the following orthogonal constraint condition

hT@c ¼ 0 ð2:213Þ

where

@c ¼
@Rs DT D� 1ð Þð Þ

. . .
@Rs DT D� Kð Þð Þ

2
4

3
5�@s ð2:214Þ

DDT is the fixed time delay; Rs sð Þ is the auto-correlation of the GNSS signal; @ �ð Þ
represents the derivative operation.

This method, for different space-time adaptive jamming mitigation processing
algorithms, needs to have additional orthogonal constraint conditions. For example,
by adding a constraint condition for the Capon jamming mitigation algorithm
wHA@c ¼ 0, the solution of weights can be achieved using the formula below

min wHRxw

s:t:
AHw ¼ bK�1

wHA@c ¼ 0

(
ð2:215Þ

where bK�1 is a constant vector. Let B ¼ A; A@c½ �, C ¼ bH; 0
� �

: By writing
(2.215) in the form of augmented matrix, weights can be recalculated as

min wHRxw

s:t: wHB ¼ C
ð2:216Þ
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Using the Lagrange method to solve weights, the new weights can be obtained as

w = R�1
x B BHR�1

x B
� ��1

CH ð2:217Þ

2. Temporal domain filter equalization algorithm

Temporal domain filter equalization algorithm [61] makes different GNSS’
STAP processing responses consistent by adding temporal domain filters. The goal
of this method is to convolute one GNSS signal’s beam output with other GNSS
signals’ STAP responses. Thereby, the minimum order of filters for this equaliza-
tion algorithm is 3K–2.

Assuming signals from four GNSS satellites incident onto the array, the output
signals after array jamming mitigation for every satellite are y1, y2, y3 and y4
respectively, and the space-time responses on the four satellites are h1, h2, h3 and h4
respectively. To make the responses of STAP processes the same for all four GNSS
signals, we perform the computation below, to obtain four new output signals
y1D nð Þ, y2D nð Þ, y3D nð Þ and y4D nð Þ:

y1D nð Þ ¼ y1 nð Þ � h2 � h3 � h4 ¼ wH
1 x nð Þ� 
 � h2 � h3 � h4 ð2:218Þ

y2D nð Þ ¼ y2 nð Þ � h1 � h3 � h4 ¼ wH
2 x nð Þ� 
 � h1 � h3 � h4 ð2:219Þ

y3D nð Þ ¼ y3 nð Þ � h1 � h2 � h4 ¼ wH
3 x nð Þ� 
 � h1 � h2 � h4 ð2:220Þ

y4D nð Þ ¼ y4 nð Þ � h1 � h2 � h3 ¼ wH
4 x nð Þ� 
 � h1 � h2 � h3 ð2:221Þ

where � denotes the convolution operation.
After using this method of adding temporal domain filter, we can make the

impacts of STAP processes the same for different GNSS signals. The four output
signals can have correlation processing with different local spread spectrum codes,
and the obtained cross-correlations are consistent. But this method can narrow the
signal spread spectrum. For example, the frequency spectrum of the first GNSS
becomes

Yl xð Þ ¼ H1 xð ÞS xð ÞH2 xð ÞH3 xð ÞH4 xð Þ ð2:222Þ

This also leads to the expansion of correlation function.

3. Least Squares Inverse Filter Equalization Algorithm

The equalization compensation method based on deterministic least squares
inverse filter solves an inverse filter

g ¼ g 0ð Þ; g 1ð Þ; . . .; g Kð Þ½ �T ð2:223Þ
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which minimizes the error energy V gð Þ ¼ d� h � gk k, d denotes an unit impulse
function. To solve this inverse filter, we need to solve the derivative of V gð Þ related
to g, and make that derivative as zero. Based on this, we can derive

XK
k¼0

g kð Þr k � lð Þ ¼ q lð Þ; l ¼ 0; 1; . . .; K ð2:224Þ

where

r k � lð Þ ¼
Xþ1

i¼�1
h i� lð Þh� i� kð Þ

¼
Xþ1

i¼0

h ið Þh� i� l� kð Þð Þ; l ¼ 0; 1; . . .;K

ð2:225Þ

q lð Þ ¼
Xþ1

k¼�1
d kð Þh k � lð Þ ¼ h �lð Þ; l ¼ 0; 1; . . .;K

¼ h 0ð Þ l ¼ 0

0 l[ 0

� ð2:226Þ

In matrix form, it is

r 0ð Þ r 1ð Þ . . . r Kð Þ
r �1ð Þ r 0ð Þ . . . r K � 1ð Þ

..

. ..
. ..

.

r �Kð Þ r � K � 1ð Þð Þ . . . r 0ð Þ

2
6664

3
7775

g 0ð Þ
g 1ð Þ
..
.

g Kð Þ

2
6664

3
7775 ¼

h 0ð Þ
0
..
.

0

2
664

3
775 ð2:227Þ

Then it becomes convenient to solve for the inverse filter’s coefficients g.

4. Equalization Algorithm Based on Homomorphic Filtering

Homomorphic filtering [63] can be used to separate or process non-additive
combinational signals (e.g. product-type signal and convolution-type signal). The
basic approach of the method is to perform Fourier transform or Z-transform and
logarithmic transformation on mixed signals, so that the product-type signal and
convolution-type signal can be converted to additive signals. After performing
signal separation using linear systems, the signals can be converted back.

It can be known from (2.208) that the array output after the STAP jamming
mitigation processing can be represented as
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y nð Þ 	 wHAs nð Þþ�e nð Þ ¼ hTs nð Þþ�e nð Þ

¼ hð0Þ; hð1Þ; . . .; hðK � 1Þ½ �

sðnÞ
sðn� 1Þ

..

.

sðn� ðK � 1ÞÞ

2
66664

3
77775þ�e nð Þ

¼
XK�1

k¼0

hðkÞsðn� kÞþ�eðnÞ

ð2:228Þ

It can be seen that unlike the expected receiving GNSS signal s(n), array output
is equivalent to the process of convoluting the array response and the signal, i.e.

yðnÞ ¼ h � sðnÞþ�eðnÞ ð2:229Þ

It can be seen in (2.229) that the impact on the signal by the STAP process can
be seen as a convolution distortion. Therefore, the correlation function between the
derived array output signal and the local spread spectrum code has distortion,
leading to errors in positioning results.

Below this method of homomorphic filtering can be used to isolate the GNSS
signals. First, Fourier transformations are performed on both sides of (2.229) to
convert the convolution distortion to a product-type distortion.

Y xð Þ ¼ H xð ÞS xð Þþ �E xð Þ
¼ H xð Þ S xð ÞþE1 xð Þ½ � ð2:230Þ

where �E xð Þ ¼ H xð ÞE1 xð Þ: Then let S1 xð Þ ¼ S xð ÞþE1 xð Þ, then (2.230) can be
written as

Y xð Þ ¼ H xð ÞS1 xð Þ ð2:231Þ

After taking the logarithm, the product-type distortion can be converted to an
additive distortion, and we have

ln Y xð Þð Þ ¼ ln H xð ÞS1 xð Þð Þ ¼ ln H xð Þð Þþ ln S1 xð Þð Þ ð2:232Þ

We then subtract the additive distortion after the transformation

ln S1 xð Þð Þ ¼ ln Y xð Þð Þ � ln H xð Þð Þ ð2:233Þ

By taking exponential operations on both sides of (2.23), we can obtain

S1 xð Þ ¼ exp ln Y xð Þð Þ � ln H xð Þð Þ½ � ð2:234Þ
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It can be known from (2.230) that S1 (x) is the GNSS signal frequency response
under the influence of noise. By performing inverse Fourier transformation on
(2.234), the obtained signal is s1(n) = s(n) +e1(n), we then can recover the desired
GNSS signal, but the obtained signal still contains the noise component e1(n).

The four methods described above compensate for STAP process, and all need
to use the GNSS signal steering vector. Among them, the weight constraint method
needs to re-add orthogonal constraint conditions for different jamming mitigation
algorithms to solve for the new weights, but the added computation is mainly due to
matrix multiplication, so it adds relatively small loads. Every satellite beam output
for the temporal domain filter equalization algorithm needs to convolute other
GNSS signals’ response coefficients with different time delays, to let the correlation
function have certain degrees of expansion and time delay, so that the added
computation is for multiple convolution operations. When it is used to solve the
inverse filter coefficients for every GNSS signal, the least squares inverse filter
algorithm needs to have the covariance matrix of a GNSS signal’s STAP response,
so it increases computational load. Equalization algorithm based on homomorphic
filtering uses the homomorphic filtering to separate out the GNSS signal, so that it is
compatible with algorithms for estimating GNSS signal’s steering vector such as
the space-time de-spread re-spread method. The additional amount of computation
is mainly for fast Fourier transformation, logarithmic operation, and exponential
operation, so the amount of computation is still relatively small. Figure 2.41 shows
the STAP jamming mitigation and equalization compensation process.

2.6.6 Simulation Results

Below we perform simulations to compare the performances of various algorithms
described in this section. For simulations, we use an equidistant linear array with
the number of array elements being M = 4, and the interval between array elements
as half a wavelength. The signals received by the array can be down-converted to
the intermediate frequency 4.309 MHz, and the sampling rate is 5.714 MHz. After

Fig. 2.41 STAP jamming mitigation and equalization compensation process
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every array element, three time taps are connected to form a space-time processing
structure, and every time tap has a one-sample point delay. We set the following
simulation environment: five satellites PRN2, PRN6, PRN14, PRN20 and PRN25,
and their signals incident onto the antenna array with angles of �15
, 20
, �5
, 5
,
and 15
. The signal-to-noise ratio is −20 dB. Two single-frequency jamming sig-
nals with frequencies of 2.5948 MHz and 3.7376 MHz, incident onto the antenna
array with angles of �50
 and 70
, and the jamming-to-noise ratio is 40 dB. Two
wideband jamming signals incident on the antenna array with angles of �70
 and
50
, and the jamming-to-noise ratio is 40 dB.

1. Simulation Result Comparisons Between Spatial Domain Processing and
Space-Time Processing

When both wideband jamming and single frequency jamming exist, the simu-
lation results of spatial domain jamming mitigation and space-time jamming mit-
igation are compared in Fig. 2.42. Spatial domain processing uses the spatial
domain power minimization algorithm, and space-time processing can use the
space-time power minimization algorithm and space-time de-spread and re-spread
algorithm described in this chapter. Figure 2.42a shows the antenna pattern of the
spatial domain processing, where the dotted position represents the direction of the
jamming signal. It can be seen in the figure that not enough nulls are formed
towards the jamming directions for the spatial domain processing due to the con-
straints on the degrees of freedom. Figure 2.42b–e show the space-time domain
processing’s space-time two-dimension response graphs and the corresponding
top-view graphs. In these graphs, we mark the GNSS signal (PRN2) and
single-frequency jamming’s space-time two-dimension coordinates on the top view
graph. The nulls of wideband jamming aim towards the directions of −70° and 50°.
It can be seen from the subfigures that the space-time power minimization algorithm
and the space-time de-spread re-spread algorithm can form nulls towards the
jamming directions since they have more degrees of freedom. The space-time
de-spread re-spread algorithm can use more a priori information, so that the
obtained space-time two-dimension response graph has its mainlobe aiming
towards the GNSS signal’s space-time two-dimension coordinates, to achieve array
signal processing gain.

Figure 2.43 further explains the performances of spatial domain jamming miti-
gation and space-time jamming mitigation processes by acquiring PRN2. In the
figure, the x-axis denotes the chip delay, the y-axis denotes the Doppler frequency,
and the z-axis denotes the accumulated correlation. Figure 2.43a is the acquisition
result after spatial domain processing. It can be seen that since the spatial domain
processing can not effectively eliminate jamming impacts, the correlation output
does not have obvious peaks, so that it can not acquire the GNSS. Figure 2.43b, c
show acquisition results using the space-time power minimization algorithm and the
space-time de-spread re-spread algorithm. It can be seen that both subfigures have
obvious peaks, so they show that the GNSS signal PRN2 can be successfully
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acquired. The jamming mitigation performance of space-time processing is better
than that of spatial domain processing. By comparing Fig. 2.43b, c further, we find
that the space-time de-spread re-spread algorithm can provide signal processing
gains, so that its correlation output peaks of acquiring GNSS are greater. This is
beneficial for the follow-up GNSS signal tracking.
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2. Simulation Result Comparisons of Several Reduced Rank STAP Algorithms

Below we discuss and compare the rank reduction performances of applying
several rank reduction algorithms on the space-time power minimization algorithm.
Figure 2.44 shows the simulation results. For every set of subfigures, the left side is
the space-time two-dimension response, where the x-axis denotes the direction of
arrival; the y-axis denotes the normalization frequency; and the z-axis denotes the
space-time processing gain; the right side shows the corresponding top view. To
make it convenient to compare, we redraw Fig. 2.42b, which is the result before
rank reduction, as Fig. 2.44a, b. Due to simulation conditions, the dimension of
jamming subspace is 10, so the number of dimensions for several rank reduction
algorithms in the simulations are all set as D = 10. From the space-time
two-dimension responses and the corresponding top views, it can be seen that
various rank reduction methods can all form deep nulls towards the jammings.

3. Simulation Result Comparisons of Several STAP Equalization Algorithms

Figures 2.45 and 2.46 list comparative simulation results for several different
STAP equalization algorithms. In Fig. 2.45, the solid line denotes the normalized

Spatial domain power minimization algorithm.

Space-time power minimization algorithm        Space-time de-spread re-spread algorithm
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cross correlation between the array output signal without equalization processing
and the local PRN codes; the “○” line denotes the normalized cross correlation
results after the STAP jamming mitigation and the additional homomorphic filtering
processing; the “ ” line corresponds to the least squares inverse filtering method;
and the “}” line corresponds to the weight constraint method. It can be seen that
after the STAP jamming mitigation the peak values of correlation functions have
some offsets and broading, and this results in the measured PRN code’s initial
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position errors, thereby acquisition and tracking are impacted. Several equalization
methods can all correct this type of distortion.

Since the added temporal domain filter method is different from other methods,
its results are listed in Fig. 2.46. When 4 GNSS signals incident on the array, it can
be seen from Fig. 2.46 that, for every satellite, when there is no added temporal
domain filter, peak offsets of cross correlation are different. When the temporal
domain filter is added, even though the correlation function has certain broadening,
the delays towards every GNSS signals are consistent, i.e. the offset amount is the
same, so it achieves the objective of equalization.

2.7 Summary

In this chapter, we discuss jamming suppression techniques from the perspectives
of temporal domain, spatial domain, and space-time domain. Temporal domain
processing is low cost and easy to implement, so it is suitable for suppressing single
frequency jamming with a low number of jamming sources. Spatial domain pro-
cessing is a fairly mature jamming suppression technique, so it is suitable in
environments of multiple narrowband jamming sources, and it has many
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corresponding adaptive filtering algorithms. In this chapter, we also analyze in
detail various spatial domain algorithms’ features and applicabilities. We proposed
a high-gain and high-robustness jamming mitigation algorithm for hardware
implementation. The space-time process represents a developing trend of jamming
mitigation, and can be used under various complex jamming environments. But the
amount of computation needed is large, and it is easier to trigger signal distortion.
Therefore we need to consider rank reduction processing and signal distortion
compensation techniques.
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Chapter 3
High-Dynamic GNSS Jamming
Suppression Techniques

3.1 Introduction

All the jamming mitigation techniques introduced in Chap. 2 assume that receivers
are in a stationary state or in a state of low to medium dynamic motion, which
means that relative to GNSS receivers, the direction of jamming does not change or
changes slowly, as a result there is enough snapshots to perform jamming covari-
ance matrix estimation, so adaptive jamming suppression can be achieved. But, in
military application scenarios, carriers of receivers have greater variation rates on
motion velocity, acceleration, and jerk, meaning that they are in high-dynamic
motion states. For example, a military aircraft performs air combat manoeuvring
(dogfight) or a missile tracks targets in the process of hitting a target, etc. In these
instances, relative to receivers, jamming DOAs change dynamically so conven-
tional adaptive anti-jamming techniques do not apply anymore. Since the nulls are
very narrow, interferences can easily move out of the beamforming null zones.

One effective method to solve this problem of fast changing jamming direction is
the so-called null-widen technique [1–4], which ensures that during the processing
time interval, the jamming DOA is always located in a wider null zone.
Conventional null-widen techniques can be categorized into two types: one type is
the derivative constraint method [1], which needs to know the jamming direction,
And it is not flexible in terms of controlling the null width. The other type is the
Covariance Matrix Taper (CMT) method [5], which includes the Mailloux method
[3] and the Zatman method [4]. For uniform linear arrays, these two CMT methods
do not need to know the DOAs of jamming signals. However these two null-widen
algorithms were mainly proposed in the context of dynamic jamming environments,
not aiming towards high-dynamic GNSS jamming mitigation.

In this chapter, we use null-widen techniques for high-dynamic GNSS
anti-jamming. First, we analyze signal models for high-dynamic receivers in detail,
and derive derivative constraint power minimization algorithm [6]. Then we ana-
lyze applicability of the Mailloux method and the Zatman method, and derive a

© Science Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
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null-widen algorithm based on the Laplace statistical model [7, 8]. Subsequently,
we expand the above two methods to the space-time domain, and then we discuss
the reduced rank space-time null-widen algorithm [9]. At last, we use the sparse
representation model to solve jamming DOA estimation problem using a single
snapshot.

3.2 Definition of High-Dynamic and Signal Model

In 1988, S. Hinedi, in his report submitted to GPS Ranging Application Office,
proposed definitions on two types of high-dynamic motions [10]: the first definition
prescribes that within 1 s (second) there must be more than 70 g of acceleration
rise, i.e. 70 g/s jerk sustaining more than 1 s; the second definition on dynamic
stress is stricter than the first definition, which allows 50 g acceleration rise within
0.5 s, i.e. a sustained 100 g/s jerk lasting for 0.5 s, and the ensuing 50 g acceler-
ation lasts for 2 s, then within 0.5 s there is a 50 g acceleration decrease. For the
second type of high-dynamic motion definition, Figs. 3.1 and 3.2 show an accel-
eration trajectory and a jerk trajectory for a high-dynamic receiver.

Below we simulate the jamming DOA under a high-dynamic environment as
time changes. Assuming the receiver carrier moves in a straight line, the relative
position between the jamming source and the receiver carrier is given in Fig. 3.3
where r denotes the distance between the jamming source and the receiver’s motion
trajectory. Within 3 s, the receiver carrier moves from position s0 to s1 with the
initial velocity 1 km/s (assuming that s0 and s1 are symmetric related to the origin).

Figure 3.4 shows the DOA curve as time changes while r takes on different
values. In Fig. 3.4, it can be seen that, when jamming source is very close to the
receiver, the DOA of jamming changes fast in relation to time.
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It can be known from the above definition on high-dynamic and the change of
the simulated jamming direction, the data received by the GNSS receivers has the
following characteristics:

(1) The carrier’s Doppler shift increases.
(2) The direction of jamming signal, relative to the receiver, changes rapidly over

time.
(3) For a stable receiver platform (corresponding to particle high-dynamic), due to

far distance between a satellite and the receiver, the direction of GNSS signal
can be approximated as a constant within the processing time interval.

Therefore, in a high-dynamic environment, for a stable receiver carrier platform
containing M array elements, the received signal can be represented as:

xðtÞ ¼
XL
l¼1

a hl;/lð Þ slðtÞþ
XQ
q¼1

a hqðtÞ;/qðtÞ
� �

jqðtÞþ eðtÞ ð3:1Þ

where slðtÞ denotes the lth GNSS signal ðl ¼ 1; 2; . . .; LÞ; hl and /l are pitch and
azimuth of the incident signal; since within the processing time interval, the DOA
of the GNSS signal can be approximated as a constant, the steering vector a hl;/lð Þ
(see (2.9)) does not change over time; jqðtÞ denotes the qth jamming signal
ðq ¼ 1; 2; . . .;QÞ; a hqðtÞ;/qðtÞ

� �
is the steering vector of the qth jamming signal,

and this value changes rapidly over time; eðtÞ denotes the thermal noise vector of
the receiver, which can be assumed as an additive Gaussian white noise vector with
zero mean and r2e covariance. We can assume that the GNSS signal, jamming
signal, and noise are not correlated with each other.

Since the GNSS signal power is far below the noise power level, the array
covariance matrix Rx is mainly dominated by jamming and noise covariance
matrices, and its element located at row m and column n can be approximated as:

Rxðm; nÞ �
XQ
q¼1

r2q e
�juT pm�pnð Þ þ r2edmn ð3:2Þ

where u is the wave number vector (as expressed in (2.10)); pm denotes the three
dimensional position vector for the mth array element (as expressed in (2.11)); r2q is
the qth jamming signal’s power; dmn is the Kronecker d function.

Based on the power minimization algorithm discussed in Chap. 2 [11], the
array’s weight vector is

w ¼ R�1
x dM

dM
HR�1

x dM
ð3:3Þ

where w ¼ ½w1;w2; . . .;wM �T denotes the array’s weight vector, and dM ¼
½1; 0; . . .; 0�T is the M � 1 dimensional vector. In actual computation, the array
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covariance matrix Rx can be replaced using the sample covariance matrix bRx (see
(2.32)). It can be known from the model described by (3.1), in the case of
high-dynamic scenario, the DOA of jamming always changes dynamically, and as a
result only few snapshot of data can be used to estimate sample covariance matrix.
Therefore, unless adaptive jamming suppression algorithm has a very fast con-
vergence speed to track the dynamic DOA change, jamming can move out of null
zone and cannot be effectively cancelled. In the following sections we discuss
high-dynamic null-widen algorithms from the perspectives of derivative constraint
and covariance matrix taper methods, in order to solve the above problems.

3.3 Null-Widen Spatial Domain Adaptive Filtering Based
on Derivative Constraints

3.3.1 Derivative Constraint Power Minimization Algorithm
for Uniform Linear Array

For an uniform linear array, (3.1) can be simplified as

xðtÞ ¼
XL
l¼1

a hlð ÞslðtÞþ
XQ
q¼1

a hqðtÞ
� �

jqðtÞþ eðtÞ ð3:4Þ

Let hq denotes the initial direction of the qth jamming signal during the com-
putation interval for array weight vector. Based on the derivative constraint
null-widen algorithm’s principle, the p-order derivative constraint power mini-
mization method’s cost function [6] is:

min wHRxw

s:t: wHdM ¼ 1

@pðwHaðhÞÞ
@np

����
h¼hq

¼ 0; p ¼ 1; 2; . . .;P

ð3:5Þ

where n ¼ �p sin h; and p is the derivative order. To ensure that the degrees of
freedom needed for the array to suppress the jamming are available, it needs to
satisfy PQ\M:

It can be known from (2.12) that for a uniform linear array with an array element
interval of half a wavelength, we have

aðhqÞ ¼ 1; e�jp sin hq ; . . .; e�jðM�1Þp sin hq
h iT

ð3:6Þ
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By substituting it into (3.5)’s derivative constraint expression, we can have

wHBpaðhqÞ ¼ 0; p ¼ 1; 2; . . .;P ð3:7Þ

where

B ¼ diag 0; 1; . . .; M � 1f g ð3:8Þ

is a M �M dimensional diagonal matrix.
By defining the M � Q dimensional matrix formed by Q jamming signals’

steering vectors as

A ¼ aðh1Þ; aðh2Þ; . . .; aðhqÞ
� � ð3:9Þ

The P� Q dimensional subspace expanded based on BpaðhqÞ is an M � QP
dimensional matrix, which can be denoted as

F ¼ BA; B2A; . . .; BPA
� � ð3:10Þ

Therefore, (3.7) can be written as

wHF ¼ 01�QP ð3:11Þ

By substituting (3.11) into (3.5), we have

min wHRxw

s:t: wHdM ¼ 1

wHF ¼ 01�QP

ð3:12Þ

Obviously, to directly solve (3.12), we need DOA information on jamming
signals, and it becomes a linear multiple constraints problem. Below we solve
(3.12) using another solution where the optimization problem of (3.12) can be
transformed to

min wHRxwþ fwHFFHw

s:t: wHdM ¼ 1
ð3:13Þ

In (3.13)

FFH ¼
XP
p¼1

BpAAHBp ð3:14Þ
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The AAH in (3.14) needs DOA information of jamming signals. Since jamming
power is very large, we can use Rx to approximate the AAH term. By defining

eRx ¼ Rx þ f
XP
p¼1

BpRxBp ð3:15Þ

Therefore, (3.13) becomes

min wH eRxw

s:t: wHdM ¼ 1
ð3:16Þ

Based on the Lagrange multiplier method, the solution of (3.16) is

wopt ¼ ðdMH eR�1
x dMÞ�1 eR�1

x dM ð3:17Þ

It can be seen from (3.17) that the derivative constraint power minimization
algorithm used on a uniform linear array does not need to know the information on
jamming signal DOAs. The detailed steps of the algorithm can be summarized as
below:

(1) Compute the received data’s sample covariance matrix bRx.

(2) Use bRx to replace the Rx in (3.15) and compute beR x.

(3) Use beR x to substitute eRx in (3.17) and compute antenna array’s weight vector
wopt.

3.3.2 Derivative Constraint Power Minimization Algorithm
for a Uniform Circular Array

Usually, conformal circle arrays are used on carriers moving with high-speed such
as jets and missiles [12]. Figure 3.5 shows a schematic of an M-element uniform
circle array, where the center of the circle is selected as the array’s reference point,
and the radius of the circle array is d. Using (2.9), the mth element of the steering
vector in (3.1) is

amðh;/Þ ¼ e�juT ðh;/Þpm ð3:18Þ
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where

uðh;/Þ ¼ 2p
k

sin ðhÞ cos ð/Þ
sin ðhÞ sin ð/Þ
� �

ð3:19Þ

is the wave number vector, and

pm ¼ d cos rm; sin rm½ �T ð3:20Þ

is the mth array element’s position vector, where

rm ¼ 2pðm� 1Þ
M

ð3:21Þ

Usually for a uniform linear array, only one angle needs to be considered for the
signal DOA. Thereby when adding derivative constraint on the jamming DOA, we
only need to aim towards one angle. For a uniform circle array, the signal DOA
contains two angles: pitch and azimuth, so derivative constraints must be imposed
simultaneously on the two angles. Therefore, the cost function of the p-order
derivative constraint power minimization method applied on the uniform circle
array can be written as

min wHRxw
s:t: wHdM ¼ 1

@pðwHaðh;/ÞÞ
@hp

���
h¼hq

¼ 0; p ¼ 1; 2; . . .;P

@pðwHaðh;/ÞÞ
@/p

���
/¼/q

¼ 0; p ¼ 1; 2; . . .;P

9>>>>>=>>>>>;
ð3:22Þ

0

x
y

z

Incident signal

1 2

3

mM ...

d

Fig. 3.5 Illustration of a
uniform circle array
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To make it simple, we can select the derivative order p ¼ 1; then (3.22) can be
simplified to

min wHRxw

s:t: wHC ¼ G
ð3:23Þ

where

C ¼ dM ;
@aðh;/Þ

@h

���� h¼h1
/¼/1

;
@aðh;/Þ

@/

���� h¼h1
/¼/1

; . . .;
@aðh;/Þ

@h

���� h¼hQ
/¼/Q

;
@aðh;/Þ

@/

���� h¼hQ
/¼/Q

24 35T

ð3:24Þ

G ¼ ½1; 0; . . .; 0�T1�ð2Qþ 1Þ ð3:25Þ

and

@aðh;/Þ
@h

¼ j
2p
k
pT

@uðh;/Þ
@h

� aðh;/Þ ð3:26Þ

@aðh;/Þ
@/

¼ j
2p
k
pT

@uðh;/Þ
@/

� aðh;/Þ ð3:27Þ

where, � denotes matrix’s Hadamard product. The solution of (3.23) is

w ¼ R
�1

x CðCHR
�1

x CÞ�1GH ð3:28Þ

It can be seen from (3.23) to (3.28) that, to solve weight vector, we need to
know the DOAs of the jamming signals. Professor E.A. Mohamed proposed to use
the power minimization method to estimate the jamming directions [13]. The
method first uses (3.29) to derive weight vector, and then searches for angles to
make (3.30) smaller than a critical value (which can be determined based on
specific situations), and the angles found are the jamming DOAs.

w ¼ R�1
x dM

dHMR
�1
x dM

ð3:29Þ

Pðh;/Þ ¼ wHaðh;/Þ�� ��2 ð3:30Þ

In (3.29), the computation load is relatively heavy for solving R�1
x , but (3.28)

which uses a new method to solve weights also uses R�1
x , thereby its computation

does not need to be counted as an additional load. What has been added to the new
method, compared with the original power minimization method, is the two
dimensional search.
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The detailed implementation steps used for applying the derivative constraint
algorithm on a uniform circle array are listed below

(1) Compute the received data’s sample covariance matrix bRx.
(2) Compute weight vector using the power minimization method.
(3) Substitute the derived weight vector from step (2) into (3.30) to set a threshold,

and search for ðh;/Þ values that can make Pðh;/Þ smaller than the threshold
value, then the ðh;/Þ found can be identified as the jamming DOA.

(4) Substitute the estimated ðh;/Þ in step (3) into (3.26) and (3.27), and compute

the derivative constraints @aðh;/Þ
@h and @aðh;/Þ

@/ :

(5) Substitute the array covariance matrix bRx derived in step (1), and @aðh;/Þ
@h and

@aðh;/Þ
@/ derived in step (4) into (3.28), in order to derive an antenna array’s

weight vector w.

3.3.3 Simulation Results

1. Uniform Linear Array Simulation Results

For simulation, a 7-element uniform linear array with half a wavelength interval
is used. The DOA of the GNSS signal is h ¼ 50�. When a jamming signal incidents
on an array, the initial DOA of jamming is 14�, and the jamming DOA gradually
changes from 14� to 12�. The jamming-to-noise ratio is 35 dB and the
signal-to-noise ratio is –20 dB. For the signal received by the array, the digital IF is
4.309 MHz and the sampling rate is 5.714 MHz.

We consider a first-order derivative constraint, i.e. p ¼ 1, and use the constant
coefficient f ¼ 1: Figure 3.6 compares the beam patterns of the derivative con-
straint power minimization algorithm and the power minimization algorithm. To
observe the null zone clearly, Fig. 3.6b shows the partially enlarged view of the
array pattern. It can be clearly seen from Fig. 3.6b that, compared with the power
minimization method, the null beam of the derivative constraint power minimiza-
tion method becomes wider, but at the same time the null becomes a bit shallower.

To further compare the suppression performances on high-dynamic GPS jam-
ming between the derivative constraint algorithm and the power minimization
algorithm, Fig. 3.7 shows the results of comparing output signal-jamming-
plus-noise ratios. It can be seen from Fig. 3.7 that the output
signal-jamming-plus-noise ratio by the derivative constraint power minimization
algorithm is clearly better than that of the power minimization algorithm.

Figure 3.8 shows the acquisition effects of GPS receivers using the derivative
power minimization algorithm and the power minimization algorithm for jamming
mitigation in high-dynamic environments. Here we need to notice that for the data
used to solve for the array weight vector, the DOA of jamming is 14�, but due to the
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fast motion of high-dynamic GPS receivers, the DOA of jamming in the data used
to acquire has changed to 12�.

By comparing Fig. 3.8a, b, it is obvious that the power minimization algorithm
cannot maintain the normal operations of dynamic GPS receivers; while the
derivative constraint power minimization algorithm can guarantee the correct
acquisition of GNSS signals by using high-dynamic GPS receivers, thereby
maintaining the normal operation of dynamic GPS receivers. This is because the
null zone formed by the traditional jamming mitigation algorithm is too narrow.
When the jamming DOA changes very fast relative to the GPS receiver, and the
convergence speed of the algorithm is not fast enough (i.e. the convergence of the
algorithm cannot keep up with the speed of the jamming DOA change), the null
zone of the antenna beam easily deviates from the jamming DOA and consequently
it cannot effectively suppress the jamming. When the jamming power is fairly large,
it cannot be suppressed effectively by relying on the de-spreading functionality of
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GPS receivers, and consequently the GPS receivers cannot acquire GNSS signals
properly.

2. Uniform Circular Array Simulation Results

For simulation, a 7-element uniform circular array is used. We assume that the
GNSS signal incidents onto the circular array from the direction of ð20�; 80�Þ, the
jamming signal’s initial incident angle is ð50�; 150�Þ, and the jamming DOA
gradually changes from ð50�; 150�Þ to ð53�; 154�Þ: The jamming-to-noise ratio is
35 dB, the signal-to-noise ratio is –20 dB, and the derivative constraint order is
p ¼ 1: Figure 3.9 compares the beam patterns for the derivative constraint method
and the power minimization method, where subfigures (a), (c) and (e) show the
beam patterns formed by the power minimization method, the top view and side
view of the beam pattern. Subfigures (b), (d) and (f) are the beam pattern, top view
and side view of the beam pattern formed by the first order derivative constraint
power minimization method. It can be seen by comparing subfigures (a), (b), (c),
(d), (e), and (f) in Fig. 3.9 that the null zone formed by the derivative constraint
power minimization method is wider than the null zone formed by the power
minimization, but shallower.

Figure 3.10 compares acquisition results of using the first order derivative
constraint method and the power minimization method for jamming mitigation. The
jamming DOA of the data used for the array’s weighted vector is ð50�; 150�Þ, and
the jamming DOA for the data used for acquisition changes to ð53�; 154�Þ as time
changes. By comparing Fig. 3.10a, b, it can be seen that, the acquisition perfor-
mance of the derivative constraint power minimization method is significantly
better than that of the power minimization method.
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3.4 Null-Widen Spatial Domain Adaptive Filtering Based
on Covariance Matrix Taper

3.4.1 Mailloux Algorithm

The Mailloux method [3] constructs a new covariance matrix using a cluster of
artificial jamming sources to broaden nulls, thereby reducing the impacts on array
performance by the changes of jamming direction.

1. Mailloux Algorithm Applied on Uniform Linear Array

Considering a uniform linear array with a half-wavelength array interval, there
are K � 1 equal-strength incoherent artificial sources around each original inter-
ference source. (K[M and K is an odd number), as shown in Fig. 3.11.
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Then, the virtual signal received by the array is

~xðtÞ ¼
XL
l¼1

a hlð Þ slðtÞþ
XQ
q¼1

XK�1
2

k¼�K�1
2

a hq þ kb
� �

jqkðtÞþ eðtÞ ð3:31Þ

where hq is the initial DOA of the qth jamming signal; b ¼ B=ðK � 1Þ is the angle
interval between the virtual jamming sources, which is usually very small; B is the
angle distribution width for assumed jamming sources. Based on (2.12), mth ele-
ment of the steering vector for the kth virtual jamming source near the qth jamming
signal is

am hq þ kb
� � ¼ e�j m�1ð Þp sin hq þ kbð Þ ð3:32Þ

By performing Taylor expansion on the sin hq þ kb
� �

in (3.32) at point hq, and
by extracting the first two terms, we have

sin hq þ kb
� � � sin hq

� �þ cos hq
� �

kb ð3:33Þ

By substituting (3.33) into (3.32), we have

am hq þ kb
� � � am hq

� �
e�j m�1ð Þpkb cos hqð Þ ð3:34Þ

where

am hq
� � ¼ e�j m�1ð Þp sin hqð Þ ð3:35Þ

represents the mth element of steering vector for the qth jamming signal, and it can
also be seen from (2.12). Equation (3.34) represents the angle expansion caused by
the assumed jamming sources.

By substituting (3.34) into (3.31), it is not hard to derive that the element located
at the mth row and the nth column of new covariance matrix RM corresponding to
~xðtÞ is

RMðm; nÞ ¼ TMðm; nÞ
XQ
q¼1

r2qe
�jp m�nð Þ sin hq þ r2edmn ð3:36Þ

where

TMðm; nÞ ¼ sin KDmnð Þ
sin Dmnð Þ ð3:37Þ

represents the mth row and nth column element of the matrix TM ; TM is named as
the expansion matrix, and it is related to the jamming DOA. And in addition,
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Dmn ¼ ðm� nÞpb cos hq
� �

=2 ð3:38Þ

Based on Fig. 3.11 and (3.36), since there are far more jamming sources than
array elements, when the data model given by (3.31) is used for beamforming, the
adaptive array cannot form a null zone towards every direction of jamming, but it
can form a broad null near every actual jamming source. Thereby in a high-dynamic
scenario, the array covariance matrix in (3.36) can substitute the one in (3.2) to
generate the wide null. However, the covariance matrix computed by the original
array snapshot data is the matrix expressed in (3.2). Equation (3.36) represents the
virtual covariance matrix, so it cannot be directly derived using snapshot data.
Therefore we need to establish the connection between (3.2) and (3.36). For a
uniform linear array with a half-wavelength interval between array elements, (3.2)
becomes

Rxðm; nÞ ¼
XQ
q¼1

r2qe
�jpðm�nÞ sin hq þ r2edmn ð3:39Þ

From this, we can obtain

XQ
q¼1

r2qe
�jpðm�nÞ sin hq tð Þ ¼ Rxðm; nÞ � r2edmn ð3:40Þ

By substituting (3.40) into (3.36), we can have

RMðm; nÞ ¼ TMðm; nÞRxðm; nÞ � TMðm; nÞ � 1ð Þr2edmn ð3:41Þ

When m6¼n and dmn ¼ 0, partial diagonal element of RM is

RMðm; nÞ ¼ TMðm; nÞRxðm; nÞ ð3:42Þ

When m ¼ n; dmn ¼ 1; TMðm;mÞ ¼ K, then main diagonal element of RM is

RMðm; nÞ ¼ TMðm; nÞRxðm; nÞ � ðK � 1Þr2e ð3:43Þ

Thereby we have

RM ¼ TM � Rx � ðK � 1Þr2eI ð3:44Þ

Let

eRM ¼ TM � Rx ð3:45Þ
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where � denotes Hadamard product, i.e. multiplying the corresponding terms of the
matrices. It can be seen by comparing (3.44) and (3.45) that, by using the eRM in
(3.45) to replace RM is equivalent to performing diagonal loading on RM (the
loading amount is ðK � 1Þr2e), and as a result it can still form broad nulls on the
DOAs of jamming. It can be known from the high-dynamic motion model that,
when cos hq

�� �� ¼ 1, jamming direction changes the fastest, and as a result the null
width that needs to be expanded is also the largest. Therefore, we can select the
parameter bmax that is needed to generate the maximum null width to replace
b cos hq

� �
, so a new expansion matrix can be formed, i.e.

TMðm; nÞ ¼ sin Kp (m� n)bmax=2ð Þ
sin p ðm� nÞbmax=2ð Þ ð3:46Þ

Forming a new covariance matrix RM using (3.46) not only satisfies the maxi-
mum angle change, it also does not need the DOA information of jamming signals.

2. Mailloux Algorithm Applied on Uniform Circular Array

When an array is a circular array, based on Mailloux method, we assume that
near every jamming source’s pitch and azimuth, there are K � 1 points distributed
at equal intervals, and there exist ðK � 1Þ � ðK � 1Þ equi-power jamming signals
that are independent from each other. After adding the virtual jamming source, the
array’s received signal becomes

xðtÞ ¼
XL
l¼1

a hl;/lð Þ slðtÞþ
XQ
q¼1

XK�1
2

k¼�K�1
2

XK�1
2

k¼�K�1
2

a hq þ kb;/q þ kc
� �

jqk;k ðtÞþ eðtÞ

ð3:47Þ

In (3.47), b ¼ B1=ðK � 1Þ; c ¼ B2=ðK � 1Þ represent the intervals between virtual
jamming sources’ pitches and azimuths respectively. B1 and B2 represent angle
distribution widths between the virtual jamming sources’ pitches and azimuths
angles respectively. Based on (3.18) we have

am hq þ kb;/q þ kc
� � ¼ exp � j

2p
k

sin hq þ kb
� �

cos /q þ kc
� �

sin hq þ kb
� �

sin /q þ kc
� �� �T

pm

 !
ð3:48Þ

where pm is the position vector of the mth array element. To perform Taylor series
expansion on various terms of trigonometric functions in (3.48) at points hq and /q,
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and since b and c values are very small, we take the first two terms and ignore the
bc term, then we have

am hq þ kb;/q þ kc
� �

¼ am hq;/q

� �
exp �j

2p
k

�kc sin hq sin/q þ kb cos hq cos/q

kc sin hq cos/q þ kb cos hq sin/q

" #T
pm

 ! ð3:49Þ

Thereby, it is not hard to derive that, by adding the element of row m and
column n for new virtual jamming source’s covariance matrix RM

RMðm; nÞ ¼
XQ
q¼1

r2q exp �juT hq;/q

� �
pm � pnð Þ� � sin KDmnð Þ

sin Dmnð Þ
sin KKmnð Þ
sin Kmnð Þ þ r2edmn

ð3:50Þ

where

Dmn ¼ pb
k

pm � pn½ �T cos hq cos/q
cos hq sin/q

� �
ð3:51Þ

Kmn ¼ pc
k

pm � pn½ �T �sin hq sin/q
sin hq cos/q

� �
ð3:52Þ

Then we have

TMðm; nÞ ¼ sin KDmnð Þ
sin Dmnð Þ

sin KKmnð Þ
sin Kmnð Þ ð3:53Þ

By substituting Dmn and Kmn into (3.53) and rearrange, we can obtain

TMðm; nÞ ¼
sin Kpbd=k cos rm � cos rnð Þcos hq cos/q þ sin rm � sin rnð Þcos hq sin/q

� �	 

sin pbd=k cos rm � cos rnð Þcos hq cos/q þ sin rm � sin rnð Þcos hq sin/q

� �	 

sin Kpcd=k � cos rm � cos rnð Þsin hq sin/q þ sin rm � sin rnð Þsin hq cos/q

� �	 

sin pcd=k � cos rm � cos rnð Þsin hq sin/q þ sin rm � sin rnð Þsin hq cos/q

� �	 

ð3:54Þ

It can be found by observing (3.54) that, even if the maximum angle expansion
is taken into consideration, the Mailloux method can be adopted to perform
null-widen, but we need the information on the DOAs of the jamming signals.
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3.4.2 Zatman Algorithm

1. Zatman Algorithm Applied on Uniform Linear Array

Zatman method [4] broadens nulls by assuming that the narrowband jamming
signal actually received by an array has a certain bandwidth. Given that the virtual
bandwidth for a jamming signal is Bw, and that it has a flat power spectrum inside
the whole bandwidth, for a uniform linear array with array element interval
d equaling to a half-wavelength, the element of mth row and nth column for the
covariance matrix is

RZðm; nÞ ¼
XQ
q¼1

rmn sqðm; nÞ
� �

r2qe
�jpðm;nÞ sin hq þ r2edmn ð3:55Þ

where rmn sqðm; nÞ
� �

is the cross-correlation function between the qth jamming
signal received by the mth array element and the qth jamming signal received by the
nth array element; and sqðm; nÞ is the propagation delay of the qth jamming signal
between these two array elements

sq(m; n) =
ðn� mÞ d sin hq

c
ð3:56Þ

Based on the jamming signal’s virtual power spectrum, the jamming signal’s
auto-correlation function is

rðtÞ ¼ sin pBwtð Þ
pBwt

ð3:57Þ

By substituting (3.57) into (3.55), and adopting derivation process similar to
those of (3.40)–(3.45), we then have

RZðm; nÞ ¼
sin pBwsqðm; nÞ
� �
pBwsqðm; nÞ � Rxðm; nÞ ð3:58Þ

Thereby we can have the expansion matrix

Tzðm; nÞ ¼
sin pBwsqðm; nÞ
� �
pBwsqðm; nÞ ð3:59Þ

Unlike (3.45), both sides of the Eq. (3.58) are strictly equal to each other, instead
of approximately equal to each other. The Zatman method does not change the
contribution of the noise term in the covariance matrix, but (3.59) still contains
information on DOAs of jamming signals. Considering the need for maximum
expansion angle, we choose to make the sinusoid term in (3.56) as 1, then for a
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uniform linear array, the Zatman method does not need information on a jamming
signal’s DOA. In addition, even if the expansion matrix given by (3.59) is derived
using a uniform linear array example, but this expression is proper for any array
structure. The difference is that the values of sqðm; nÞ are different.

2. Zatman Algorithm Applied on Uniform Circle Array

For a uniform circular array composed of M array elements, when

sqðm; nÞ ¼ d
c

cos rm � cos rnð Þsin hq
� �

cos /q

� �þ sin rm � sin rnð Þsin hq
� �

sin /q

� �� �
ð3:60Þ

By substituting (3.60) into (3.59), we have

Tzðm; nÞ ¼
sin pdBw

c cos rm � cos rnð Þsin hq
� �

cos /q

� �þ sin rm � sin rnð Þsin hq
� �

sin /q

� �� �	 

pdBw
c cos rm � cos rnð Þsin hq

� �
cos /q

� �þ sin rm � sin rnð Þsin hq
� �

sin /q

� �� �
ð3:61Þ

Obviously (3.61) and (3.54) are similar to each other. For circular arrays, to use the
Zatman method for null-widen still requires information on the DOAs of jamming
signals.

3.4.3 Laplace Algorithm

1. Laplace Null-Widen Algorithm Applied on Uniform Linear Array

As described above, both Mailloux algorithm and Zatman algorithm need
information on jamming signals’ DOAs when applied on circular arrays. In this
section, we use statistical models for jamming DOA changes to discuss the
null-widen algorithms that do not need jamming DOA information for circular and
linear arrays.

Existing jamming DOA change statistics models mainly include Gaussian dis-
tribution, uniform distribution and two-point distribution. Among them, the
Gaussian model is used in Ref. [14]. These models cannot simulate jamming
change in a high-dynamic environment. Based on high-dynamic motion models
discussed in Sect. 3.2, the plot for probability distribution of jamming DOA is
shown in Fig. 3.12.

It can be seen in Fig. 3.12 that the change of jamming DOA mainly concentrates
in the range of small angles, and approximately follows a Laplace distribution
model. That is because within a very short time interval the jamming DOA has very
small change, and has a very small probability of having a big angle change.
Therefore relative to the Gaussian distribution, the Laplace distribution is more
suitable to be used as the statistical model for jamming DOA changes under
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high-dynamic conditions. Next, we derive Laplace null-widen algorithm [8] from
the perspectives of a uniform linear array and a uniform circular array respectively.

From the perspective of jamming signal DOA angle change, the DOA of the qth
jamming signal can be depicted as

�hq ¼ hq þDhq ð3:62Þ

where Dhq denotes the change of jamming signal DOA, which follows a Laplace
distribution of zero mean and 2n2q variance, i.e.

f ðDhqÞ ¼ 1
2nq

e�
Dhqjj
nq ð3:63Þ

Then, the average covariance matrix of the constructed array received signal is

RL ¼
XQ
q¼1

r2q

Z
f Dhq
� �

a hqðtÞ
� �

aH hqðtÞ
� �

dDhq þ r2eI ð3:64Þ

where the element at the mth row and the nth column of RL can be written as

RLðm; nÞ =
XQ
q¼1

r2q

Z
1
2nq

e�
Dhqjj
nq e�jpðm�nÞ sin hqðtÞdDhq þ r2edmn

¼
XQ
q¼1

r2qe
�jpðm�nÞ sin hq

XQ
q¼1

Z
1
2nq

e�
Dhqjj
nq e�jpðm�nÞ cos hqDhqdDhq þ r2edmn

ð3:65Þ
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Let

A ¼ �jpðm� nÞ cos hq ð3:66Þ

Then we have

RLðm; nÞ ¼
XQ
q¼1

r2qe
�jpðm�nÞ sin hq

XQ
q¼1

Z 0

�1

1
2nq

e
Dhq
nq eADhqdDhq

þ
Z þ1

0

1
2nq

e�
Dhq
nq eADhqdDhq þ r2edmn

¼ 1

1� A2n2q

XQ
q¼1

r2qe
�jpðm�nÞ sin hq þ r2edmn

ð3:67Þ

After re-sorting, we can obtain the element at the mth row and the nth column of RL

as

RLðm; nÞ = TLðm; nÞ
XQ
q¼1

r2qe
�jpðn�mÞ sin hq þ r2edmn ð3:68Þ

where the expansion matrix is

TLðm; nÞ ¼ 1

1þ Kmnnq cos hq
� �2 ð3:69Þ

and in the above formula

Kmn ¼ ðm� nÞp ð3:70Þ

By adopting the similar derivation process as used for (3.40)–(3.45), we have

RL ¼ Rx � TL ð3:71Þ

We need to point out that, both sides of the equation in (3.71) equal to each
other, instead of being just approximately equal. The Laplace method, similarly,
does not change the contribution of the noise term in the covariance matrix. In the
expression matrix, hq and nq denote the DOAs for all jamming sources and their
disturbance parameters. Based on the high-dynamic motion model, when
cos hq
�� �� ¼ 1, the change of jamming DOA is at its peak, and consequently the
needed null width expansion is the maximum as well. Therefore, we choose the
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parameter nmax that is needed for maximum null width to replace nq cos hq in order
to form the new expansion matrix, i.e.

TLðm; nÞ ¼ 1

1þ Kmnnmaxð Þ2 ð3:72Þ

It can be seen from (3.72), the new expansion matrix TL not only can satisfy the
maximum angle change, it also does not need the information on the DOA of
jamming signals. The detailed steps of the Laplace algorithm used for the uniform
linear array are as below:

(1) Compute the received data’s covariance matrix bRx.
(2) Compute the expansion matrix TL based on (3.72).
(3) Re-modify (3.71) using TL to obtain the new covariance matrix RL.
(4) Replace Rx in (3.3) using RL, and compute the weight vector w for the antenna

array.

We need to point out that, even though in this section we use a uniform linear
array as an example to derive the Mailloux algorithm, the Zatman algorithm and the
Laplace algorithm, the derivation process can apply to any linear array.

2. Laplace Null-Widen Algorithm Applied on Uniform Circular Array

For a uniform circular array, under the high-dynamic condition, the DOA of the
qth jamming signal can be depicted as

�hq ¼ hq þDhq
�/q ¼ /q þD/q

(
ð3:73Þ

where Dhq follows a Laplace distribution of zero mean and 2n2q1 variance, and D/q

follows a Laplace distribution of zero mean and 2n2q2 variance. Then, to construct
the average covariance matrix, we have

RLðm; nÞ ¼
XQ
q¼1

r2q

ZZ
f Dhq;D/q

� �
e�j pm�pn½ �Tu hq þDhq;/q þD/qð Þd Dhq

� �
d D/q

� �þ r2edmn

ð3:74Þ

where f Dhq;D/q

� �
denotes the joint probability density function of Dhq;D/q

� �
:

Since the expansion angles Dhq and D/q are independent from each other, we can
simplify (3.74) by performing a Taylor series expansion on the wave number vector
u hq þDhq;/q þD/q

� �
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RLðm; nÞ �
XQ
q¼1

r2qe
�j2pk pm�pn½ �Tu hq;/qð Þ

Z
f Dhq
� �

e
�j2pk pm�pn½ �T

cos hq cos/q

cos hq sin/q

" #
Dhq

d Dhq
� �

Z
f D/q

� �
e
�j2pk pm�pn½ �T

�sin hq sin/q

sin hq cos/q

" #
D/q

d D/q

� �þ r2edmn

ð3:75Þ

Same as the derivation process in (3.67), the first integration term in (3.75) can
be simplified as

Z
f Dhq
� �

e
�j2pk pm�pn½ �T

cos hq cos/q
cos hq sin/q

� �
Dhq

d Dhq
� � ¼ 1

1� D2
mnn

2
q1

ð3:76Þ

where

Dmn ¼ �j
2p
k

pm � pn½ �T cos hq cos/q
cos hq sin/q

� �
ð3:77Þ

For the same reason, the second integration term in (3.76) can be simplified as

Z
f D/q

� �
e
�j2pk pm�pn½ �T

�sin hq sin/q
sin hq cos/q

� �
D/q

d D/q

� � ¼ 1

1� F2
mnn

2
q2

ð3:78Þ

where

Fmn ¼ �j
2p
k

pm � pn½ �T �sin hq sin/q
sin hq cos/q

� �
ð3:79Þ

By substituting (3.78) and (3.76) into (3.75), we can have

RLðm; nÞ �
XQ
q¼1

r2qe
�j2pk pm�pn½ �T

sin hq cos/q
sin hq sin/q

� �
1

1� D2
mnn

2
q1

1

1� F2
mnn

2
q2

þ r2edmn

ð3:80Þ

Thereby we can have the element at the mth row and the nth column for the
expansion matrix TL as
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TLðm; nÞ ¼ 1

1� D2
mnn

2
q1

1

1� F2
mnn

2
q2

ð3:81Þ

By substituting Dmn and Fmn into (3.81) and re-sorting, we can have

TLðm; nÞ ¼ 1

1þ nq1 Gmn cos hq cos/q þHmncos hq sin/q

� �� �2
� 1

1þ nq2 �Gmn sin hq sin/q þHmn sin hq cos/q

� �� �2 ð3:82Þ

where

Gmn ¼ 2p
k
d cos rm � cos rnð Þ ð3:83Þ

Hmn ¼ 2p
k
d sin rm � sin rnð Þ ð3:84Þ

The expansion matrix in (3.82) still needs to know the information on the DOAs
of jamming signals. Therefore, we need to satisfy the maximum angle needed for
the motion, and when nq1 ¼ nq2 ¼ nq, based on trigonometric expansions, (3.82)
can be simplified as

TLðm; nÞ = 1

1þ nmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

mn þH2
mn

p� �2 ð3:85Þ

By substituting (3.85) into (3.80), and adopting the derivation process similar to
what is used for (3.40) and (3.45), we can have

RL ¼ Rx � TL ð3:86Þ

Obviously, by using the RL computed by (3.86) to replace the Rx in (3.3), we
can form broad nulls towards the jamming DOAs, and there is no need to know the
information on the DOAs of the jamming signals.

We need to highlight that, the Mailloux method, the Zatman method and the
Laplace method discussed in this section can all be incorporated into a unified
framework of covariance matrix taper, i.e. these methods can modify array sample
covariance matrix using an expansion matrix to achieve the goal of null width
expansion. Table 3.1 compares the adaptabilities of these three methods for the
uniform linear array, the arbitrary linear array, and the uniform circular array
(mainly considering whether or not the jamming DOA information is needed or
not).
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3.4.4 Simulation Results

1. Uniform Linear Array Simulation Results

Our simulation adopts a 7-element half-wavelength equidistant linear array.
Seven GNSS signals PRN4, PRN7, PRN9, PRN11, PRN20, PRN24, PRN28, and a
jamming signal incident on the array, the initial DOA of the jamming is �20�, and
the jamming DOA for the simulation changes gradually from �20� to �17�. The
jamming-to-noise ratio is 40 dB, and the signal-to-noise ratio is –20 dB. The
received signal by the array has a 4.309 MHz digital IF frequency, and a
5.714 MHz sampling rate.

Figure 3.13 shows the comparison results on beam patterns between the power
minimization algorithm and the three null-widen algorithms based on power min-
imization. To make it clear, Fig. 3.13b shows the partially enlarged graph for the
null, where the dotted line corresponds to the power minimization algorithm, the
dash-dot line corresponds to the Mailloux algorithm result, the thick solid line
corresponds to the Zatman algorithm result, and the thin solid line corresponds to
the Laplace algorithm result. It is clear from Fig. 3.13b that the three null-widen
algorithms can effectively make the jamming nulls wider. In addition, when the
widths of the null zones are the same, the beam patterns of the Mailloux algorithm
and the Zatman algorithm almost coincident with each other, but the nulls formed
by the Laplace algorithm are deeper than those formed by the other algorithms.

Figure 3.14 compares output signal-to-jamming-plus-noise ratios between the
power minimization algorithm and the three null-widen algorithms. The dotted line
corresponds to the results of the power minimization algorithm, and the
dot-dash-line corresponds to the Mailloux algorithm result, the think solid line
corresponds to the Zatman algorithm results, and the thick solid line corresponds to
the Laplace algorithm results. It can be seen from Fig. 3.14a that the null-widen
algorithm can significantly improve the output signal-jamming-plus-noise ratio.
Figure 3.14b shows the amplified comparison, and from it we can see that the
Zatman algorithm’s output signal-jamming-plus-noise ratio is slightly higher than
that of the Mailloux algorithm, but the output signal-to-jamming-plus-noise ratio
obtained by the Laplace algorithm is the highest.

Figure 3.15 compares the receivers’ acquisition results using the power mini-
mization algorithm and the Laplace null-widen algorithm for jamming mitigation.
In Fig. 3.15a, b, it can be seen that the jamming mitigation of the power

Table 3.1 Adaptability comparisons among the three methods for different array structures

Array structure Algorithm

Mailloux method Zatman method Laplace method

Uniform linear array Not required Not required Not required

Arbitrary linear array Not required Not required Not required

Uniform circular array Required Required Not required
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minimization algorithm in a high-dynamic environment can not ensure the receiver’
correct acquisition, but when using the Laplace null-widen algorithm for jamming
mitigation, the receiver can acquire all seven GNSS signals.

2. Uniform Circular Array Simulation Results

This simulation uses a 7-element uniform circular array, four GNSS signal
PRN1, PRN6, PRN7 and PRN14, which incident on the array from
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ð�48�; 60�Þ; ð10�; 120�Þ; ð25�; 200�Þ and ð70�; 90�Þ respectively, and a jamming
signal with an initial DOA of ð50�; 155�Þ which incidents on the array. During the
simulation, the DOA direction gradually changes from ð50�; 155�Þ to ð54�; 159�Þ:
The jamming-to-noise ratio is 40 dB, and the signal-to-noise ratio is –20 dB. The
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signal received by the array has a 4.309 MHz digital IF frequency and a 5.714 MHz
sampling rate.

Figure 3.16 compares adaptive array beam patterns for the power minimization
algorithm and the Laplace null-widen algorithm. In Fig. 3.16, subfigures (a),
(c) and (e) are the beam pattern, top view and side view of the beam pattern for the
power minimization algorithm respectively; subfigures (b), (d), and (f) are the beam
pattern, top view and side view of the beam pattern for the Laplace null-widen

Fig. 3.16 Comparisons of beam pattern based on circular arrays
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algorithm respectively. It can be seen by comparing subfigures (a) and (b), (c) and
(d) and (e) and (f) in Fig. 3.16, the null zone formed by the Laplace null-widen
algorithm is wider but shallower compared with the null zone formed by the power
minimization algorithm.

Figure 3.17 shows the receiver acquisition results after using the power mini-
mization algorithm and the Laplace null-widen algorithm. By comparing
Fig. 3.17a, b, it can be seen that, in a high-dynamic environment, the suppression
effect of the power minimization algorithm cannot ensure correct acquisition by the
receiver, while the Laplace null-widen algorithm can accurately acquire four GPS
signals: PRN1, PRN6, PRN7 and PRN14.

3.5 Null-Widen Space-Time Adaptive Filtering

As described in Sect. 2.6, the space-time adaptive processing (STAP) [15, 16] has
become a hot research topic because it can save spatial domain degrees of freedom,
effectively suppressing narrowband jamming, wideband jamming, and dispersion
multipath jamming. In this section, we expand the Laplace null-widen algorithm
(introduced in Sect. 3.4.3), which has stable performance and wide applicability,
into space-time domain. As a result the new technique can achieve high-dynamic
jamming suppression using space-time processing.

3.5.1 Space-Time Laplace Null-Widen Algorithm

Considering a space-time uniform linear array with tap delay T, and for the sake of
convenience, the array received signal model given in Sect. 2.6 can be rewritten as
a high-dynamic space-time received data model, i.e.
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xðtÞ ¼
XL
l¼1

a hlð Þ � slðtÞþ
XQ
q¼1

a hqðtÞ
� �� jqðtÞþ eðtÞ ð3:87Þ

where xðtÞ is the space-time data vector received by the array; slðtÞ denotes the
temporal domain tap vector for the lth satellite; a hlð Þ is the corresponding steering
vector; jqðtÞ denotes the temporal domain tap vector for the qth jamming; a hq tð Þ� �
is the corresponding time-varying steering vector, for a uniform linear array with a
half-wavelength interval, we now have

a hqðtÞ
� � ¼ ½1; e�jp sin hqðtÞ; . . .; e�jðM�1Þp sin hqðtÞ�T ð3:88Þ

where eðtÞ denotes the thermal noise vector for the space-time receiver. Here we
assume that GNSS signal, jamming signal and noise are not correlated with each
other.

Based on what is described in Sect. 3.4.3, the jamming DOA hqðtÞ that changes
over time can be described as the angle expansion of the initial jamming DOA hq,
i.e.

hqðtÞ ¼ hq þDhq ð3:89Þ

Since the value of Dhq is very small, based on the function’s first-order Taylor
expansion, we can have

sin hqðtÞ ¼ sin hq þDhq
� � � sin hq þDhq cos hq ð3:90Þ

By substituting (3.90) into (3.88), we can have

aðhqðtÞÞ ¼ aðhqÞ � b ð3:91Þ

where

b ¼ 1; e�jpDhq cos hq ; . . .; e�jðM�1ÞpDhq cos hq
h iT

ð3:92Þ

For convenience, in this section aðhqðtÞÞ is shorthanded as �aq and aðhqÞ is
shorthanded as aq.

As described in Sect. 3.4.3, the expansion angle Dhq approximately follows a
Laplace distribution, since the received signal by the array has an average
space-time covariance matrix of
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RL ¼
XQ
q¼1

Z
f Dhq
� �

�aq � �aHq
� 


� RqdDhq þ r2eI

¼
XQ
q¼1

Z
f Dhq
� �

aq � aHq
� 


� b� bH
� �h i

� RqdDhq þ r2eI

ð3:93Þ

where Rq denotes the time-domain correlation matrix of the jamming signal, i.e.

Rq ¼ E jqðtÞjHq ðtÞ
n o

ð3:94Þ

f ðDhqÞ is Dhq’s probability density function, i.e.

f ðDhqÞ ¼ 1
2nq

exp � Dhq
����

nq

� �
ð3:95Þ

where 2n2q is the variance.

Using the similar derivation process as used in Sect. 3.4.3, (3.93) can be further
simplified as

RL ¼
XQ
q¼1

TL � IK�Kð Þ � aq � aHq
� 


� Rq

h i
þ r2eI

¼ TL � IK�Kð Þ � Rx ,TSTL � Rx

ð3:96Þ

where the element in matrix TL is

TLðm; nÞ ¼ 1

1þ Kmnnq cos hq
� �2 16m; n6M ð3:97Þ

and

Kmn ¼ ðm� nÞp ð3:98Þ

Obviously, matrix TSTL is the expansion matrix for the space-time linear array
Laplace null-widen algorithm. By observing (3.97), we know the matrix contains
the jamming signals’ DOA information. Similar to the spatial domain’s uniform
linear array algorithm, we can select parameter nmax to replace nq cos hq and form a
new expansion matrix, consequently we do not need information on jamming
signals anymore.
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The computation steps for the space-time Laplace null-widen algorithm are listed
below:

(1) Solve the space-time covariance matrix for received signals by the array bRx.
(2) Based on (3.97) and (3.96), compute the expansion matrix that does not contain

DOA information TSTL.
(3) Compute RL based on (3.96), then replace Rx.
(4) Based on RL, compute antenna array’s weight vector w using the space-time

power minimization algorithm.

3.5.2 Reduced Rank Space-Time Null-Widen Algorithm

As described in Sect. 2.6.3, STAP processing involves the inverses of
two-dimensional high-order matrices, consequently the computation complexity
increases significantly, and has very high demands on the number of snapshots.
This is even harder to achieve in a high-dynamic environment (because the number
of snapshots is very low), so a reduced rank processing is needed [17–19]. In this
section, we combine the CSA-MWF in Sect. 2.6.4 and the space-time null widen
algorithm to solve this problem.

CSA-MWF is one of the multi-stage Wiener filters (described in Sect. 2.6.4). It
does not need to compute the block matrix explicitly, and has smaller computation
complexity compared with the GRS-MWF, and can achieve even better perfor-
mance using fewer snapshots. It can be seen from Table 2.3, for the whole iterative
process of the CSA-MWF, there is no need to calculate the input signal’s covari-
ance matrix. Additionally, the space-time null-widen algorithm achieves the
objective of broadening nulls by reconstructing the covariance matrix. In this
section, we perform equivalent processing on the CSA-MWF algorithm, to estab-
lish the relation between the weight vector obtained from the algorithm and the
covariance matrix, and thereby applying directly onto the null-widen algorithm
[19].

For the power minimization algorithm, the CSA-MWF weight given by (2.192)
can be re-written as

wCSA�MWF¼ h0 � TDwd ð3:99Þ

where

h0 ¼ dMK ð3:100Þ

wd ¼ R�1
d rdd0 ¼ TH

DRx0TD
� ��1

rdd0 ¼ TH
DRx0TD

� ��1
TH
Drx0d0 ð3:101Þ

154 3 High-Dynamic GNSS Jamming Suppression Techniques



www.manaraa.com

TD ¼ h1; h2; . . .; hD½ � ð3:102Þ

is the reduced rank matrix, and

hi ¼ rxi�1di�1

rxi�1di�1k k ; i ¼ 1; 2; . . .D ð3:103Þ

Since x0ðnÞ ¼ I� h0hH0
� �

xðnÞ; d0ðnÞ ¼ hH0 xðnÞ (see Table 2.3), then

rx0d0 ¼ E x0ðnÞd	0ðnÞ
� � ¼ I� h0hH0

� �
Rxh0 ð3:104Þ

Rx0 ¼ I� h0hH0
� �

Rx I� h0hH0
� �H ð3:105Þ

Also because

xiðnÞ ¼ I� hihHi
� �H

xi�1ðnÞ ¼ I� h0hH0 � 
 
 
 � hihHi
� �

xðnÞ ð3:106Þ

diðnÞ ¼ hHi xi�1ðnÞ ¼ hHi xðnÞ ð3:107Þ

then

rxi�1di�1 ¼ I�
Xi�1

j¼0

hjhHj

 !
Rxhi�1 ð3:108Þ

hi ¼
I�Pi

j¼0
hjhHj

 !
Rxhi�1

I�Pi
j¼0

hjhHj

 !
Rxhi�1

�����
�����

ð3:109Þ

It can be seen in (3.109) that TD can be determined by Rx, and by substituting
(3.104) and (3.105) into (3.101), we can have

wd ¼ TH
D I� h0hH0
� �

Rx I� h0hH0
� �H

TD

� 
�1
TH
D I� h0hH0
� �

Rxh0 ð3:110Þ

Also because

hHi hj ¼
0; i 6¼ j
1; i ¼ j

�
ð3:111Þ
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then

TH
D I� h0hH0
� �¼ TH

D ð3:112Þ

thereby

wd ¼ TH
DRxTD

� ��1
TH
DRxh0 ð3:113Þ

So that the CSA-MWF’s weight can be written as

wCSA�MWF ¼ h0 � TD TH
DRxTD

� ��1
TH
DRxh0 ð3:114Þ

It can be seen from (3.114) that the equivalent weight solution formula is only
related to covariance matrix, we can combine the CSA-MWF and the space-time
Laplace null-widen algorithm. For the space-time Laplace algorithm, we just need
to use the RL in (3.96) to replace the Rx in (3.114).

Assuming that the number of array elements is M, the number of time delay is K,
the reduced number of dimension is D, and the number of samples is N, the
comparisons of computation complexities between the space-time Laplace
null-widen algorithm and the reduced rank space-time null-widen algorithm based
on CSA-MWF is shown in Table 3.2. It can be seen from the Table 3.2 that the
reduced rank space-time null-widen algorithm can reduce the algorithm computa-
tion complexity.

3.5.3 Simulation Results

This simulation uses a 5-element half-wavelength equidistant linear array, and
every element has 5 delay taps, with a tap delay T ¼ 50 ns: Four GNSS signals
PRN2, PRN4, PRN5 and PRN9 incident onto the array from the angles of
�48�; 10�; 25� and 50�, and a jamming signal with an initial DOA of �20�

incidents on the array. For the simulation, the jamming signal’s DOA gradually
changes from �20� to �17�. The jamming-to-noise ratio is 40 dB, and the
signal-to-noise ratio is �20 dB:

Table 3.2 Comparisons of computation complexities

Algorithm Number of multiplications and additions

Space-time null-widen
algorithm based on
CSA-MWF

ð8Dþ 2NÞðMKÞ2 þO D3ð Þþ 2D2 þ 4Dð ÞMK þD3 � D2 � D

Space-time Laplace
null-widen algorithm

ð2N þ 4ÞðMKÞ2 þO ðMKÞ3
� 


þMK � 1
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Figure 3.18 compares beam patterns for the space-time power minimization
algorithm and the space-time Laplace null-widen algorithm. In the figure, the
subfigures (a), (c), and (e) are the beam pattern, the top view and side view of the
beam patterns for the space-time power minimization algorithm respectively. The

a Space-time power minimization algorithm 
Two dimensional plot

b Space-time Laplace null-widen algorithm
Two dimensional plot

c Space-time power minimization algorithm
(top-view

d Space-time Laplace null-widen algorithm
side view
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subfigures (b), (d) and (f) are the beam pattern, the top view, and side view of the
beam patterns for the space-time Laplace null-widen algorithm. By comparing the
subfigures (a), (b), (c), (d), (e) and (f) in Fig. 3.18, it can be seen that compared with
the space-time power minimization algorithm, the beam pattern for the space-time
Laplace algorithm can form a broad null towards the DOA of the jamming.

Figure 3.19 compares the acquisition results. By comparing the subfigures
(a) and (b) in Fig. 3.19, the Laplace null-widen algorithm can adapt to the
time-varying jamming signal DOA in a high-dynamic environment, and effectively
suppress the jamming signal associated with DOA changes, thus ensuring the
correct signal acquisition by GPS receivers. On the other hand, the nulls formed by
the space-time power minimization method are too narrow, so it cannot effectively
suppress the jamming in a high-dynamic environment, and as a result it cannot
ensure the correct signal acquisition by GPS receivers.

Figure 3.20 shows the comparison results of beam patterns for the space-time
null-widen algorithm and the reduced space-time null-widen algorithm based on 50
Monte Carlo simulations. To make it easier for readers, every curve in Fig. 3.20’s
subfigures (a) and (b) represents the cross-section results of the space-time
tow-dimensional beam patterns obtained from one simulation run. It can be seen
from Fig. 3.20a, b that the beam patterns formed by the reduced rank space-time
null-widen algorithm is more stable and more robust, so it is suitable for
high-dynamic environments.
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3.6 Sparsely Represented Jamming DOA Estimation
Algorithm Based on Small Number of Snapshots

For the jamming suppression algorithms in a high-dynamic environment described
before, some of them need to know the jamming DOA information beforehand;
consequently they must perform jamming DOA estimation in high-dynamic envi-
ronments. Even though there exist many matured DOA estimation algorithms such
as the MUSIC (MUltiple SIgnal Classification) algorithm based on sub-space
decomposition [20] and the ESPRIT (Estimation of Signal Parameters via
Rotational Invariance Technique) algorithm [21], these algorithms need to accu-
rately estimate covariance matrices, which requires a constant jamming DOA
within the processing time interval. A fast change of the jamming DOA can result
in an insufficient number of snapshots and reduced estimation accuracy on a
covariance matrix. Under those conditions, the performances of the regular DOA
estimation algorithms decrease significantly, or become completely ineffective.

In recent years, a new type of algorithm for high precision DOA estimation has
been formulated by taking advantage of the sparse characteristics of the signal DOA
space spectrum and performing DOA estimation based on compressed sensing [22].
Especially, this type of algorithm can still be effective for a single snapshot.
Thereby, in this section, we study on how to take advantage of the space sparse
characteristics of the jamming DOA, so that we can have an algorithm that only
need one single snapshot to estimate DOA. Therefore we can solve the problem of
knowing the jamming DOA in a high-dynamic environment, and then verify the
effectiveness of the algorithm using simulations.
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3.6.1 Convex Optimization Algorithm

Considering an M-element uniform equidistant linear array, if we assume that
Q jamming signals incident onto the array, then the snapshot data vector of the
array antenna’s received signal xðtÞ can be represented as

xðtÞ ¼
XQ
q¼1

a hqjqðtÞþ eðtÞ� � ð3:115Þ

where jqðtÞ is the qth jamming signal; a hq
� �

is the corresponding steering vector;
eðtÞ is the thermal noise vector of the receiver. For the sake of convenience, we
already include the GNSS signal in the noise vector.

Since the number of jamming sources is limited in the space, and is usually
smaller than the number of array elements, the scenario satisfies the condition of
space “sparseness” [22]. Thereby it is feasible to apply a compressed sensing
algorithm for DOA estimation. Figure 3.21 shows the space sparse characteristics
for jamming DOA. It can be seen in the figure that, the whole possible jamming
DOA space is �90�; 90�½ �, but only a small limited number of angles can have the
incoming jamming. This represents the space sparseness characteristics of the
jamming signal DOAs.

By converting the assumed array signal model to a sparse model, we perform
discrete sampling on the complete possible jamming DOA space. This method
converts the original received signal to a spare representation using a mathematic
transformation, so that there is no need to make any change on the GPS receiver’s
front end. The DOA space for the whole jamming signal is ½�90�; 90��: Assuming
the discrete sampling is performed using 1� space interval, then the space under
consideration can be divided into
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W ¼ �90
�
; �89

�
; . . .; 90

�	 
 ð3:116Þ

W is the discrete angle set, and the Wi is used to represent the ith element. Usually
we can assume the jamming signal’s DOA belongs to the discrete angle set. In
reality, when this assumption is not satisfied, we can further reduce the space
sampling interval, in order to reduce jamming DOA estimation error. We can let
hq ¼ W, and then take

�jiðtÞ ¼ jqðtÞ; hq ¼ Wi

0; Others

�
ð3:117Þ

Then an L � 1 dimension sparse vector �jðtÞ ¼ �j1ðtÞ;�j2ðtÞ; . . .;�jLðtÞ½ �T ðL ¼ 181Þ
can be constructed. That means, if the corresponding DOA has real jamming, the
element corresponding to the sparse vector is the jamming signal, otherwise it is
zero. Then for �jðtÞ only Q elements are not zero. Under general conditions, Q is
way smaller than L, which reflects the jamming space’s sparseness characteristics.

At the same time, we can take

eA ¼ a �90�ð Þ; a �89�ð Þ; . . .; a 90�ð Þ½ � ð3:118Þ

eA includes all steering vectors corresponding to the discrete angle set. In the
sparse representation theory, this is known as the super complete dictionary. Then
the signal received by the GNSS receiver can be represented using a sparse format

xðtÞ ¼ eA�jðtÞþ eðtÞ ð3:119Þ

We can estimate and obtain �jðtÞ based on the signal reconstruction algorithm,
where the angles corresponding to the non-zero elements are the jamming DOAs.
The most direct way to solve it is to solve for the l0 norm optimization problem in
(3.120)

min �jðtÞ�� ��
0

s:t: xðtÞ � eA�jðtÞ
��� ���

2
� re

ð3:120Þ

where l0 norm represents the number of non-zero elements.
Since the solution for (3.120) is a NP-hard problem, a solution is hard to obtain.

Usually an l1 norm is used to substitute an l0 norm [23, 24]. Therefore, The
optimization problem described in (3.120) can be converted to the following
optimization problem
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min �jðtÞ�� ��
1

s:t: xðtÞ � eA�jðtÞ
��� ���

2
� re

ð3:121Þ

The problem described in (3.121) is a convex optimization problem, so that the
convex optimization algorithm can be adopted to recover the sparse vector �jðtÞ:

Convex optimization is a nonlinear optimization method used to solve for the
extreme values on a convex set of a convex objective function. Its main charac-
teristic is that when the objective function is a convex function, the stagnation point
of the objective function is also its minimum point, and in addition it is the global
minimum value as well. When the objective function is a strict convex function, the
number of global minimum is 1. For the compressed sensing recovery problem, the
l1 norm is a function that is separable and has sparse feature, thereby it can be used
as the objective function for a convex optimization problem. The frequently used
convex optimization methods are basis pursuit method [25], interior-point method
[24], sparse gradient projection method [26], iterative shrinkage threshold method
[27] etc. Below we briefly introduce the basis pursuit method and interior-point
method.

Basis Pursuit (BP) method looks to obtain the sparsest representation of the
signal from the complete function set, i.e. use as few bases as possible to accurately
represent the original signal, in order to obtain the signal’s intrinsic essential
characteristics. The basis pursuit method defines the signal sparse representation
problem as a type of constrained extreme value problem by minimizing l1 norm,
and then it can be converted to and solved as a linear programming problem.

Interior-point method is a classic method to solve constrained optimization
problems. It is one of the penalty function methods. The basic idea is to convert the
constraints into certain functions which can be added into the objective function
based on the characteristics of constrained conditions. The objective is to convert a
constrained optimization problem to an unconstrained optimization problem for
solution.

In addition, mathematics software can be used to directly solve (3.121), e.g.

MATLAB CVX toolbox. Once the estimated value �̂jðtÞ of the spare vector �jðtÞ is
obtained, the peak value positions can be searched and the corresponding steering
vector is the steering vector of the jamming, then the estimated jamming DOA
ĥq ðq ¼ 1; 2; . . .;QÞ can be obtained.

3.6.2 Greeding Algorithm

To reduce the complexity of using the convex optimization algorithm to directly
solve the l1 norm optimization problem, many greedy algorithms have been pro-
posed. Compared with the convex optimization algorithm, the complexity has been
reduced greatly, but the performance is slightly worse than that of the convex
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optimization algorithm. The main idea of the greedy algorithm is to treat the
observed signal as a linear combination of certain atoms in the super complete
dictionary, and use certain iterations to obtain an approximate value of the original
signal. Typical greedy algorithms are the Marching Pursuit (MP) algorithm [20] and
the Orthogonal Matching Pursuit (OMP) algorithm [28]. Some improved greedy
algorithms have also been proposed, and their main differences are to adopt dif-
ferent criteria of selecting atoms during the signal reconstruction process. The most
representative algorithms in this category are the backtracking greedy algorithm and
the staged greedy algorithm. A representative algorithm of the backtracking greedy
algorithm is the Compressing Sampling Matching Pursuit (CoSaMP) algorithm
[29]. The CoSaMP algorithm introduces a rejection mechanism so that it is very
robust. Examples of the segmented greedy algorithms are the Regularized OMP
(ROMP) algorithm [30] and the Stage wise OMP (StOMP) algorithm [31]. The
staged greedy algorithm is different from the original greedy algorithm because it
selects multiple atoms for different iterations, so the signal reconstruction can speed
up.

Based on the advantages of the OMP algorithm, in this section we adopt the
OMP algorithm, and only use a single snapshot of data to estimate the jamming
signal DOA. For time t, the corresponding jamming DOA estimation steps are as
below:

(1) Initialization: The residue amount r0 ¼ xðtÞ, the super complete dictionary iseA, the index set C0 is a null set C0 ¼ [, and the number of iterations n ¼ 1.
(2) Look for the maximum correlation between the residue amount rn�1 and all the

steering vectors a Wið Þ (each row of eA ’s), and the corresponding index value is
kn ¼ argmaxi¼1;2;...;L rn�1; a Wið Þh ij j.

(3) Update index set Cn ¼ Cn�1 [ knf g.
(4) Use a least squares method to re-estimate the sparse vector

�̂j nðtÞ ¼ argminz:supp ðzÞ�Cn
xðtÞ � eAz
��� ���

2
, where supp ðzÞ�Cn represents zj 6¼

0 j 2 Cnð Þ and zj ¼ 0 j 62 Cnð Þ.
(5) Update the residue amount rn ¼ rn�1 � eA �̂jnðtÞ, and let h ¼ hþ 1:
(6) Repeat step (2) to step (5) iteratively, the number of iteration is Q (i.e. the

number of jamming sources).

Similarly, after the OMP algorithm iteration, we can obtain the estimated value
�̂jnðtÞ of the sparse vector �jnðtÞ, and �̂jnðtÞ only has Q non-zero elements, where every
non-zero element corresponds to one row in eA, and the corresponding steering
vector is the jamming steering vector, and thus we obtain the estimated jamming
DOA ĥq ðq ¼ 1; 2; . . .;QÞ:
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3.6.3 Simulation Results

This simulation only considers a 10-element half-wavelength equidistant linear
array. Two jamming sources are added with INR = 20 dB, and the jamming DOAs
are �20� and 30� respectively. Only single snapshot is used in the simulation for
jamming DOA estimation.

Figure 3.22 shows the results of using the OMP algorithm and convex opti-
mization algorithm for jamming DOA estimation. To have a clear display, the plot
only shows 5 Monte Carlo simulation results. Among all the subfigures, the
Fig. 3.22b is the Fig. 3.21a’s partially enlarged view. It can be seen on the figure
that the convex optimization algorithm has better accuracy than the OMP algorithm,
but the OMP algorithm’s complexity is lower than that of the convex optimization
algorithm.

It is noticeable that the methods adopted by this section avoid estimating the
receiver signal’s covariance matrix. In addition, since single snapshot processing is
used, the correlations among jamming signals have no impact on the algorithm.

3.7 Summary

In this chapter, we mainly discuss high-dynamic GNSS jamming mitigation tech-
niques. For linear arrays, those algorithms based on power minimization algorithm,
such as the derivative constraint method, the Mailloux method, the Zatman method
and the Laplace method, do not need information on jamming signals’ DOAs. For
uniform circular arrays, except for the Laplace method, all the other methods all
need information on jamming signals’ DOAs. By combining the reduced rank
technique and the space-time null-widen technique, the space-time high-dynamic
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Fig. 3.22 Performance comparisons of jamming DOA estimations between the OMP algorithm
and the convex optimization algorithm
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jamming suppression algorithm can be implemented better. We can solve the
jamming DOA estimation problem in high-dynamic environments by using a sparse
representation model.
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Chapter 4
Spoofing Countermeasure Techniques

4.1 Introduction

As described in Chap. 1, common types of intentional interference mainly include
jamming and spoofing. Chapters 2 and 3 mainly discuss jamming. In this chapter
we discuss techniques to suppress the interference emitted by spoofers. Different
from jamming, the power level, signal format and frequency spectrum structure of
interference emitted by spoofers are similar to the authentic satellite signals. The
intent of spoofing is to trick a receiver locking onto interference without awareness,
so a navigational positioning result, which seems to be reliable but actually mis-
leading, can be produced. In the worst case, a receiver may be controlled by
spoofers. Under the impacts of spoofing, receivers usually are not aware of the
spoofers, so consequently spoofing is more harmful than jamming [1–5]. In 2012,
the radio navigation research group from University of Texas successfully took
control of an unmanned aerial vehicle (UAV) and made it deviate away from the
planned route. The research group also analyzed the impacts from spoofing on the
intelligent grid on which the GPS system timing was used. In 2013, the same
research group implemented spoofing on a private yacht that was sailing the ocean,
and consequently led it off course [6]. All these real examples have fully verified the
harms brought by spoofing.

Present antispoofing techniques can be categorized into two types: spoofing
detection and spoofing countermeasure. Spoofing detection technology detects
spoofing by monitoring abnormal changes in signal characteristics [7–28],
including detection techniques based on signal power [7–11], space characteristics
[12–16], navigation messages [17], Signal Quality Monitoring (SQM) [18–21],
integrated navigation [22, 23], and encryption authentication [24–28]. Spoofing
detection techniques are the main methods used for antispoofing, but they cannot
help the receivers restore positioning and navigation capabilities, which is the main
objective of spoofing countermeasure techniques. Spoofing countermeasure tech-
niques mainly include the method that can remove the measured abnormal values
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using the Receiver Autonomous Integrity Monitoring (RAIM) technique [29, 30],
and the method that can suppress the spoofing in the space domain using array
signal processing techniques [31–36]. Between them, the latter takes advantage of
the space domain characteristics of spoofing: it contains multiple pseudo random
codes, which are transmitted by the same antenna. Therefore the latter approach is
full of potential.

In this chapter, we give definitions and mathematical models of spoofing, and
analyze their impacts on GNSS receiver acquisition, tracking and positioning. Then
we review various spoofing detection methods, and study multiple space domain
spoofing countermeasure methods in different environments. Finally we will verify
the antispoofing capabilities of these methods by performing simulations.

4.2 Spoofing and the Impacts of Spoofing

Spoofing tricks a GNSS receiver into having wrong navigational and positioning
results by using a spoofer to transmit an interference that is the same as or similar to
the authentic GNSS signal. In terms of signal generation, spoofing can be cate-
gorized into two types: receiver based spoofing and generator based spoofing.
Figure 4.1 shows a possible categorization of spoofing on GNSS receivers.

4.2.1 Receiver Based Spoofing

Figure 4.2 shows the mechanism of receiver based spoofing. Receiver based
spoofing receives an authentic GNSS signal first, and then after certain time delay,
amplifies the signal and transmits out. It uses this approach to trick the target GNSS
receiver. This retransmitted GNSS signal is known as the spurious PRN signal.
Compared with authentic GNSS signals, spurious PRN signals are different in terms
of time delay and power level, but the navigation messages are the same. To allow
receiver based spoofing to successfully enter the acquisition stage of a GNSS
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receiver, usually the spurious PRN signal’s power is enhanced so it is higher than
the power of the authentic GNSS signal by around 2 dB [2]. Thereby, GNSS
receivers without anti-spoofing measures are vulnerable to receiver based spoofing.
A target GNSS receiver, after acquiring the receiver based spoofing, calculates a
wrong pseudorange, thereby it cannot solve for the proper positions.

Receiver based spoofing can be categorized based on different implementation
complexities as well: Type one uses a single receiver antenna to receive all
authentic satellite signals, and delay, amplify, and retransmit them [3]. Under this
scenario, if the delay is sufficiently short, we can assume that the interference is
synchronized with the authentic GNSS signal which it pretends to be. This type of
receiver based spoofing can force GNSS receivers to acquire and track the inter-
ference. Type two uses one array antenna to form high gain narrow beams for every
authentic GNSS signal respectively. So it can perform separate receptions for
various authentic GNSS signals, and consequently add different delays on different
GNSS signals before retransmissions. This type of receiver based spoofing can
achieve the objective of tricking the receiver into a set position [4].

Receiver based spoofing technique is the most important means of spoofing in
present days. The main topic of this chapter is to discuss this type of spoofing.
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4.2.2 Generator Based Spoofing

Figure 4.3 shows the mechanism for generator based spoofing. For generator based
spoofing, a spoofer generates interference consistent with the authentic GNSS
signal format, and then uses a transmitter to send out the interference. Based on
different implementation complexities, there could be different implementations:
For the first type, a simulator is used directly to transmit the interference, but this
implementation does not consider the synchronization with the authentic GNSS
signal. As a result when a receiver is in a state of tracking, the generator based
spoofing’s signal is equivalent to a weak interference that only reduces output
carrier-to-noise ratio. Nevertheless, when a receiver is under the impact of jamming
or in a cold-start state in which the receiver needs to re-acquire the GNSS signal, it
becomes vulnerable to such a deception [4]. For the second type, a generator based
spoofer first receives the authentic GNSS signal and demodulates the navigation
message. Then the spoofer modifies the received navigation message, and uses the
authentic GNSS signal’s parameters such as chip delay and carrier phase as a
reference, and uses a simulator to re-spread the counterfeit message, and then
retransmits. This type of generator based spoofing synchronizes with the authentic
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GNSS signal, therefore it can force GNSS receivers to acquire and track the
interference, leading to erroneous calculation results [3]. For the third type, the
generator based spoofer first receives the authentic GNSS signal, and demodulates
the navigation message, and uses the authentic GNSS signal’s parameters such as
chip delay and carrier phase as the reference, and under the scenario of accurately
knowing the target receiver’s position, it can produce an interference exactly the
same as the authentic GNSS signal with the reverse phase. This generator based
spoofing can use the interference to cancel out the authentic GNSS signal, so the
GNSS receiver cannot position itself [5].

At present day, most structures of GNSS civil signals are publically known, so it
is completely feasible to design a generator based spoofing scheme towards civil
signals, but the techniques are relatively complex, and they are very hard to be
implemented [3]. Since the military GNSS signals have longer sequences and their
structures are kept secret, it is technically very hard to decode GNSS military code
and thereby produces high fidelity spoofing received by GNSS receivers.
Consequently, it is very hard to implement generator based spoofing towards GNSS
military signals. For GNSS military signals, usually receiver based spoofing is used.

4.2.3 Spoofing Data Model

Based on the previous analyses on spoofing, this type of interference has the same
signal structure as the authentic GNSS signal and the signal model is

jsðtÞ ¼
XL
l¼1

ffiffiffiffi
psl

p
Ds

l t � ssl
� �

csl t � ssl
� �

ej xs
l tþ/s

lð Þ ð4:1Þ

where Ds
l ðtÞ and csl ðtÞ represent the lth spurious PRN signal’s navigation message

and the spread spectrum code within the spoofer; /s
l , x

s
l , p

s
l and ssl represent the

corresponding phase, Doppler angular frequency, power and chip delay respec-
tively; and the superscript s represents spoofing. The interference usually contains
multiple spurious PRN signals, and the L in (4.1) represents the number of spurious
PRN signals within the spoofer. Unless otherwise specified, the interference signal
in this chapter refers to spoofer-emitted interference.

When signals from �M satellites and �K spoofing sources arrive at a GNSS
receiver at the same time, the intermediate frequency (IF) signal in the GNSS
receiver can be represented as

xðtÞ ¼
X�M
m¼1

samðtÞþ
X�K
k¼1

jskðtÞþ eðtÞ ð4:2Þ
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where samðtÞ represents the mth authentic satellite signal; jsk tð Þ represents the inter-
ference transmitted by the kth spoofer; the superscript a and s denote the authentic
satellite signal and interference; eðtÞ is the additive Gaussian white noise.

Assuming the authentic satellite signal and multiple interferences incident on the
array simultaneously, in this chapter a uniform linear array (ULA) with M elements
is used as an example, then the intermediate frequency (IF) signal received by the
GNSS receiver antenna array is

xðtÞ ¼
X�M
m¼1

aðhamÞsamðtÞþ
X�K
k¼1

aðhskÞjskðtÞþ eðtÞ ð4:3Þ

where aðhamÞ and aðhskÞ represent the steering vectors for the mth authentic satellite
signal and the kth spoofing source; ham and hsk represent the DOAs for the mth
authentic satellite signal and the kth spoofing source; eðtÞ is the additive Gaussian
white noise vector.

4.2.4 Analyses on the Impacts on GNSS Receivers
by Spoofing

As described by the spoofing data model in Sect. 4.2.3, the signal structure of the
interference is the same as that of the authentic GNSS signal. As long as correlation
peaks formed by the interferences satisfy the acquisition decision condition, it is
possible for the interference to be acquired, and thus has impact on the subsequent
signal processing on the receiver. In this section, we analyze the impacts on
receivers from the perspectives of acquisition, tracking, and positioning.

1. Impacts on Acquisition

During the acquisition process, when the authentic GNSS signal has the same
carrier frequency and chip delay as that of the local signal, the correlation reaches
the maximum. Similarly, if the interference has the same carrier frequency and chip
delay as the local signal, the correlation with the interference also reaches the
maximum. Eventually the correlation peak satisfying the receiver acquisition
decision condition (which can correspond to the authentic GNSS signal, or to the
interference) is acquired by the receiver.

For receiver based spoofing, since the interference and the authentic satellite
signal both contain the same PRN signal, two obvious correlation peaks exist within
the two-dimensional search results of the acquired PRN, one for the authentic
satellite signal and the other for the interference. Figure 4.4 shows the
two-dimensional search results for acquisition on a PRN signal when the GNSS
receiver is spoofed, where x axis represents the chip delay, y axis represents the
Doppler frequency, and z axis represents the correlated accumulation value. In
Fig. 4.4, since the interference’s power is slightly higher than the power of the
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authentic satellite signal, the correlation peak caused by the interference would be
significantly higher than the correlation peak caused by the authentic satellite sig-
nal. As a result, the receiver only acquires the interference. The two correlation
peaks have different chip delays, and the difference between the chip delays is the
time delay between the interference and the authentic GNSS signal.

For generator based spoofing, when the interference PRN being generated is
contained within the authentic GNSS signal, the impact on the acquisition process
is similar to the impact of the receiver based spoofing as described above; when the
interference PRN being generated isn’t contained within the authentic GNSS signal,
the receiver is not be aware of the interference, and acquires it as the authentic
GNSS signal.

2. Impacts on Tracking

In the subsequent tracking process, for receiver based spoofing, since the
interference and the authentic satellite signal both contain the same PRN, the impact
on a receiver’s tracking processing is similar to the multipath effect on the authentic
satellite signal (more details can be found in Chap. 5). The effects mainly reflect in
the form of tracking errors on the phase locked loop (PLL) and delayed locked loop
(DLL), the errors are correlated with the spread spectrum code’s autocorrelation
function, the gain factor of the interference power towards the GNSS signal power,
and the time delay and phase bias of the interference relative to the GNSS signal.
Then, if the delay between the interference and the GNSS signal is within 1.5 chips,
the interference can cause discriminant function distortion on the Phase Locked
Loop (PLL) and Delay Locked Loop (DLL), leading to larger additional tracking
errors. On the other hand if the delay between the interference and the GNSS signal
is more than 1.5 chips, the interference would not generate additional tracking
errors, consequently the receiver is not aware of the interference and would track
the interference as the authentic GNSS signal.
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For generator based spoofing, when the spurious PRN is contained in the
authentic GNSS signal, the impact on the tracking process is similar to the impact
of receiver based spoofing described above. If the generated spurious PRN is not
contained in the authentic GNSS signal, the receiver would not be aware of the
interference and would track the interference as the authentic GNSS signal.

3. Impacts on Positioning

Spoofing makes its impact on positioning results by introducing range mea-
surement error. Receiver based spoofing changes the GNSS positioning calculation
results by controlling retransmitting delay. To use the same retransmitting delay is a
relative simple implementation under which, when the PRNs of the spurious signal
and the authentic GNSS signal are consistent with each other, the receiver uses the
interference PRN signal to perform positioning calculation. In that case, since a
fixed retransmitting delay can introduce the same pseudorange error, the position
calculated by the receiver is the location of the spoofer, thus the receiver is very
easy to be controlled by the spoofer. When the PRNs in the interference and the
authentic GNSS signal are not consistent, the receiver would only have positioning
errors, but it would not be controlled by the spoofer. A more sophisticated intel-
ligent receiver based spoofing can add different retransmitting delays in the inter-
ference PRN signal, in order to trick the receiver to a set position.

Generator based spoofing changes the GNSS receiver positioning calculation by
adding fake parameters in the navigation message, which mainly include two
perspectives: firstly, it achieves the objectives of generating satellite ephemeris
information error and satellite clock adjustment error by changing the parameters of
navigation messages, leading to the miscalculation of satellite position by the
receiver because the wrong parameters are used in the calculation process.
Secondly, it generates an incorrect pseudorange value after peusdorange correction
by directly modifying the pseudorange correction parameters in the navigation
message (i.e. modifying the correction parameters such as Ionospheric delay error
etc.). And as a final result, it achieves the objective of deceiving the target receiver.

4.3 Spoofing Detection

Present day spoofing techniques can be classified into two categories: spoofing
detection and spoofing countermeasure. The spoofing detection techniques’ main
approach is to recognize whether a GNSS receiver is under attack from a spoofer.
On the other hand, the approach of spoofing countermeasure technique is to help a
victim receiver to recover its capabilities of positioning and navigation. In this
section we briefly discuss some existing spoofing detection techniques.
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1. Detection Techniques Based on Signal Power

Signal power detection means that a GNSS receiver continuously monitor the
received signals on parameters related to the power, and determines whether the
receiver is attacked by a spoofer by checking for abnormal values. These param-
eters related to the power mainly include Carrier-to-Noise ratio (C=N0), absolute
power and the signal power received by the receiver when it moves relative to the
GNSS satellites.

Carrier-to-Noise Ratio Monitoring: C=N0 is an important parameter for
measuring GNSS signal quality. Only the GNSS satellite movement and iono-
spheric variation can generate smooth variation on the GNSS signal power. When a
receiver is spoofed, the C=N0 of the received GNSS signal has a sudden change.
Therefore, a receiver can detect spoofing attack by continuously monitoring signal
C=N0 and looking for abnormal variations [7]. The GNSS receiver can also be
installed on a moving platform, since the distance between the spoofer’s trans-
mitting antenna and the target receiver is closer, the relative motion between a
receiver and spoofer’s antenna can lead to significant variation on the spoofing
signal’s C=N0, so the detection of spoofing can be achieved by monitoring C=N0

[10, 11].
Absolute Power Monitoring: The power of the authentic GNSS signal received

by the ground receiver is very low. Using the GPS L1 signal as an example, its
maximum power is approximately −153 dBw [9]. Since the path between the
spoofer’s antenna and the receiver is complex and changes frequently, the spoofer
is hard to transmit an interference that can deceive the receiver while still not having
a level that surpasses the power level of the authentic GNSS signal. Therefore,
when the signal power received by a receiver is significantly stronger than the
expected authentic GNSS signal’s power, it can be interpreted that spoofing is
detected. The absolute power monitoring technique requires that the receiver has
higher precision on measuring a received signal’s amplitude, so the receiver’s
hardware complexity increases accordingly.

2. Detection Techniques Based on Space Characteristics

The detection techniques based on space characteristics take advantage of the
fact that a spoofer uses the same antenna to transmit several interference PRN
signals, but GNSS satellites transmitting GNSS signals come from different
directions. As a result, interference PRN signals are spatially correlated, so the
spoofing can be recognized by determining the received signals’ spatial correlation
using the space domain processing technique.

The detection technique based on space characteristics can be implemented
using dual antennas [12], so the phase difference between two fixed antennas can be
continuously observed, and at the same time the motion trajectories of the antenna
array and the GNSS satellite can be used to calculate the phase difference between
the two antennas. By comparing the observed phase difference with the computed
phase difference, if the distinction is larger, a spoofing threat can be assumed. The
main drawback of this method is that a fairly long period of time is needed to make
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observations. When there are multiple antennas [15], we can recognize whether
signals come from the same angular region by comparing different PRN signal
correlators’ output phase measurements, so the spoofing detection can be achieved.

3. Detection Techniques Based on Navigation Message

For detection techniques based on navigation messages, we have the relative
delay detections between L1 and L2 signals, and the detections on signal’s code rate
and phase rate.

Relative delay between L1/L2 Signals: The P(Y) codes after encryption can be
modulated onto L1 and L2 frequency bands. Since the ionosphere has different
responses towards different frequencies, as a result there is a relative time delay
between the L1 and L2 signals received by the receiver. By using a dual frequency
receiver to obtain correlation between L1 and L2 signals, the correlated results only
have one peak value [11], and the time delay corresponding to that peak value is the
relative time delay between the signals located at the L1 and L2 frequencies. Since
the relative time delay is approximately known, we can use it to recognize spoofing.
This recognition technique can only be applied on generator based spoofing, but it
is not effective for receiver based spoofing.

Detection Techniques Based on Code Rate and Phase Rate: For authentic
GNSS signals, Doppler frequency and code rate are determined by the relative
motion between the GNSS satellite and the receiver, therefore the two have con-
sistency [17]. Equation (4.4) expresses the consistency

f al ¼ �fRF _sal ð4:4Þ

where fRF represents the RF frequency of the GNSS signal; _sal represents the chip
delay rate of the lth authentic signal; f al represents the Doppler frequency of the lth
authentic signal. A simple interference cannot maintain such a consistency between
its Doppler frequency and code rate. Therefore when the two are not consistent, the
spoofing can be detected.

4. Detection Techniques Based on Signal Quality Monitoring (SQM)

When there is no spoofing, due to the autocorrelation characteristics of the
ranging code, the output of the GNSS correlator is a symmetric triangle. SQM
technique takes advantage of this characteristic to monitor the quality of a GNSS
correlator’s output peak [18]. When the relative delay between the interference and
the authentic signal is less than 1.5 chips, the impact of the spoofing on the cor-
relator output is similar to the results of a multipath interference [19], because both
can lead to correlator output distortion. Triangulation detection technique based on
SQM can be used to detect whether a GNSS’s correlator output peak has abnormal
asymmetry caused by spoofing, and consequently it can recognize whether a
receiver is being spoofed or not [20]. SQM technique can detect the existence of
spoofing very well in an environment without multipath signals. But in an envi-
ronment with multipath interference, present SQM technique cannot differentiate
spoofing and multipath interference. In addition, when the delay between the
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interference and the authentic signal is more than 1.5 chips, this method is also
ineffective.

5. Detection Techniques Based on Integrated Navigation

Integrated navigation combines one or more systems such as GNSS, radio
navigation, astronomy navigation etc. with the inertial navigation system, to form
an integrated navigation system. Combining a GNSS navigation system with the
data from the other navigation systems (e.g. inertial navigation system) can help
receivers to recognize spoofing effectively [22]. By comparing the positioning
result calculated by the GNSS receiver with the position results obtained by the
other positioning systems, if the confidence intervals of different systems have no
overlap, then it is highly probable that the receiver is under spoofing attack.
However, the integrated navigation detection techniques can increase implemen-
tation complexities of a GNSS receiver’s hardware and software.

6. Detection Techniques Based on Encryption Authentication

For civil and military equipments, encryption authentication technologies can be
used to detect spoofing [24]. Most encryption authentication technologies need to
make some changes on the structure of GNSS signals. Therefore, the encryption
authentication technologies still cannot be applied at least in the near future.

4.4 Spoofing Countermeasure

In this section, we list several spoofing countermeasure algorithms using array
signal processing in different spoofing environments, including algorithms based on
DOA estimation, signal separation estimation theory, de-spread re-spread tech-
nique, and diagonal loading technique. These algorithms can solve the spoofing
countermeasure problems in the environments of a single receiver based spoofing
source, multiple receiver based spoofing sources and coexistence of jamming and
spoofing.

4.4.1 Single Spoofer Suppression

A single receiver based spoofing source uses one spoofing device to transmit
multiple interference signals. In a scenario of a single receiver based spoofing
source, the antenna array’s received signal after sampling based on the model
established in Sect. 4.2.3 is
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xðnÞ ¼
X�M
m¼1

aðhamÞsamðnÞþ aðhsÞjsðnÞþ eðnÞ ð4:5Þ

which is equivalent to a case described in (4.3) where the number of receiver based
spoofing source was �K ¼ 1, and the definitions on the symbol notations can be
found in (4.3). Authentic GNSS signals are transmitted from different directions by
different satellites, but the interference PRN signals are all transmitted from one
direction. At the same time, to deceive GNSS receivers to acquire the interference
PRN signals with a higher probability, the powers of the interferences are usually
much higher than the powers of the authentic GNSS signals. The power received
from the direction of the receiver based spoofing source is the summation of all
interference PRN signals’ powers. As a result, the energy radiation on that direction
is much larger than that on the directions of authentic GNSS satellites.

In an environment of single receiver based spoofing source, we propose the
spoofing countermeasure algorithm based on DOA estimation [36]. The method
takes advantage of the feature that the radiation is at its strongest towards the
direction of the single receiver based spoofing source, and under the condition of a
known array manifold, this method estimates the directions of the interferences first,
then uses the estimated directions to construct a interference orthogonal projection
matrix, and then projects the received signals onto that space, in order to implement
spoofing countermeasure. Among these steps, the DOA estimation can be imple-
mented using the regular beamforming technique. Beamforming is a nonparametric
estimation method that is equivalent to the maximum likelihood estimation method
in the case of single signal source. Below we discuss detailed implementation
process of the spoofing countermeasure algorithm based on DOA estimation.

First, beamforming can be used to estimate the DOA of a single spoofer, which
can be summarized as: By searching for the highest peak of the signal’s spatial
spectral function aHðhÞRxaðhÞ, the DOA corresponding to the highest peak is
regarded as the estimated DOA of the spoofer ĥ, i.e.

ĥ ¼ arg max
h

aHðhÞRxaðhÞ ð4:6Þ

where the steering vector of the array is aðhÞ; Rx is the covariance matrix of the
received signals, and

Rx ¼ E xðnÞxHðnÞ� �
¼
XM
m¼1

pamaðhamÞ aðhamÞ
� �H þ psPaðhsÞ aðhsÞ½ �H þ r2eI

ð4:7Þ

where pam, p
sP, and r2e denote the signal power of the authentic GNSS satellite,

interference power of the receiver based spoofing source, and noise power
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respectively. In (4.6), Rx usually can be substituted by the sample covariance matrix

R̂x ¼ 1
N

XN
n¼1

xðnÞxHðnÞ, where N is the number of samples.

By substituting (4.7) into (4.6), we can find that since psP � pam, the position of
the highest peak for the spatial spectrum function aims towards the direction of
spoofer hs, i.e. ĥ � hs. After estimating the DOA of spoofer, an orthogonal pro-
jection matrix of the interference subspace can be constructed

P? ¼ IM � 1
M

aðĥÞaHðĥÞ ð4:8Þ

Finally, the received signal by the array can be projected onto the interference
orthogonal subspace to eliminate spoofing effects.

Considering that a single spoofer only needs to consume one system degree of
freedom and based on the signal correlations between antennas, the PLAN lab of
the University of Calgary, Canada proposed a low-complexity spoofing counter-
measure algorithm based on dual antennas spoofing cancellation [31]. First, the
space phase difference and gain difference between two antennas are estimated

ĥD ¼ ]
XN
n¼1

ðx�1ðnÞx2ðnÞÞ ð4:9Þ

û �
PN
n¼1

x2ðnÞx�2ðn� TÞ
				

				
PN
n¼1

x1ðnÞx�1ðn� TÞ
				

				

8>>><
>>>:

9>>>=
>>>;

1
2

ð4:10Þ

where x1ðnÞ and x2ðnÞ represent the signals received by the two antennas;
T represents a C/A code period. Then, the estimated spoofing signal is subtracted
from the signal received by the antenna No. 2, in order to achieve the goal of
removing the spoofing effect.

yðnÞ ¼ x2ðnÞ � ûejĥDx1ðnÞ ð4:11Þ

4.4.2 Multiple Spoofer Suppression

In reality, GNSS might be under the impacts of spoofing signals retransmitted by
receiver based spoofing devices coming from different DOAs. In this case, the
model of the signals received by the antenna array corresponds to (4.3) in
Sect. 4.2.3, and the spoofing countermeasure algorithm introduced in the
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Sect. 4.4.1 does not apply. In this section, we introduce two approaches of sup-
pressing multiple spoofers.

1. Spoofing Countermeasure Based on Signal Separation Estimation Theory

In an environment of multiple receiver based spoofing sources, we propose a
spoofing countermeasure algorithm based on signal separation estimation theory
[36]. First, the proposed method estimates the amplitude and DOA of every spoofer
one by one, and recognizes the number of spoofers using the observation that the
radiation energy from the direction of any spoofer is larger than that of the authentic
GNSS signals. Then an interference orthogonal projection matrix using all esti-
mated spoofing DOAs can be constructed, and the received signals by the array
antennas are projected onto this matrix, to achieve the goal of spoofing suppression.
One channel of the data after the spoofing countermeasure can be directed into a
common receiver for acquisition, tracking and positioning, which is equivalent to a
single beam. Or we use the signal separation estimation theory on the data after the
spoofing suppression to estimate the DOA of every authentic GNSS signal one by
one, then we use the estimated DOAs to perform multiple beamforming, in order to
achieve the array signal processing gain.

The DOAs of multiple spoofers and authentic GNSS signals can be estimated
using the CLEAN algorithm and the RELAX algorithm [36]. As described in
Sect. 2.4.3, compared with the CLEAN algorithm, the RELAX algorithm has better
estimation performance, but its implementation complexity is higher. Considering
that the null created by orthogonal projection is very sharp, to prevent the problem
of having the spoofing DOA shifting out of the null zone due to DOA estimation
error, the precision requirement on the DOA estimation on multiple spoofers is
higher. But when beam direction errors exist due to GNSS signal DOA estimation
errors, the only consequence is a slight reduction on the GNSS signal’s array signal
processing gain, i.e. the requirements on the GNSS signal’s DOA estimation pre-
cision are not very strict. Consequently, the RELAX algorithm should be used to
estimate DOAs of multiple spoofers, but both the RELAX algorithm and the
CLEAN algorithm can be used to estimate DOAs of GNSS signals. Below we
introduce the detailed implementation of the spoofing countermeasure method
based on the signal separation estimation theory.

First, the amplitude and DOA of every spoofer can be estimated using the
RELAX algorithm [37, 38]. We rewrite the array received signal model (4.3) after
sampling in a multiple spoofer environment as below

xðnÞ ¼
X�M
m¼1

aðhamÞsamðnÞþ
X�K
k¼1

aðhskÞjskðnÞþ eðnÞ

¼ AðhÞbðnÞþ eðnÞ
ð4:12Þ
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where

AðhÞ ¼ aðhs1Þ; aðhs2Þ; . . .; aðhs�KÞ; aðha1Þ; aðha2Þ; . . .; aðha�MÞ
� �

h ¼ hs1; h
s
2; . . .; h

s
�K ; h

a
1; h

a
2; . . .; h

a
�M

� �T
bðnÞ ¼ js1ðnÞ; js2ðnÞ; . . .; js�KðnÞ; sa1ðnÞ; sa2ðnÞ; . . .; sa�MðnÞ

� �T ð4:13Þ

As a result b and h can be estimated by minimizing the cost function F below

F½h; bð1Þ; bð2Þ; . . .; bðNÞ� ¼
XN
n¼1

½xðnÞ � AðhÞbðnÞ�H ½xðnÞ � AðhÞbðnÞ� ð4:14Þ

The nonlinear least squares problem in (4.14) can be solved using the RELAX
algorithm. First, we can do some preparatory works.

Given L signals that need to be estimated, and we have

ĥl; b̂lð1Þ; b̂lð2Þ; . . .; b̂lðNÞ
n oL

l¼1;l6¼k
, what has already been estimated, and we can

define

x̂kðnÞ ¼ xðnÞ �
XL

l¼1;l6¼k

aðĥlÞb̂lðnÞ; n ¼ 1; 2; . . .;N ð4:15Þ

Then the cost function for the kth signal’s parameters can be written as

Fk ĥk; b̂kð1Þ; b̂kð2Þ; . . .; b̂kðNÞ
h i

¼
XN
n¼1

x̂kðnÞ � aðhkÞb̂kðnÞ
			 			2 ð4:16Þ

By minimizing the (4.16), we can obtain

ĥk ¼ argmax
hk

aHðhkÞ
XN
n¼1

x̂kðnÞx̂Hk ðnÞ
" #

aðhkÞ ð4:17Þ

b̂kðnÞ ¼
aHðĥkÞx̂kðnÞ

M

					
hk¼ĥk

; n ¼ 1; 2; . . .;N ð4:18Þ

The above formulas are similar to the (4.6) which is used for the single spoofer.
Below we give the steps for the RELAX algorithm:

(1) Given L ¼ 1, let x̂1ðnÞ ¼ xðnÞ, we can use (4.17) and (4.18) to estimate ĥ1 and
b̂1ðnÞ, n ¼ 1; 2; . . .;N.

(2) Given L ¼ 2, we can use ĥ1; b̂1ðnÞ
n o

from (4.15) to solve for x̂2ðnÞ, and then

use x̂2ðnÞ from (4.17) and (4.18) to estimate ĥ2; b̂2ðnÞ
n o

.
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Then the ĥ2; b̂2ðnÞ
n o

estimated at step 2 can be used to solve for the new x̂1ðnÞ
from (4.15), and this x̂1ðnÞ can be used to re-estimate the ĥ1; b̂1ðnÞ

n o
from (4.17)

and (4.18). We can iterate the above two steps until convergence.

(3) Given L ¼ 3, we can use previously estimated ĥl; b̂lðnÞ
n o2

l¼1
to derive x̂3ðnÞ

from (4.15), then use the x̂3ðnÞ from (4.17) and (4.18) to estimate ĥ3; b̂3ðnÞ
n o

.

Next, we can use ĥl; b̂lðnÞ
n o3

l¼2
to derive x̂1ðnÞ from (4.15), re-estimate the

ĥ1; b̂1ðnÞ
n o

using (4.17) and (4.18), use ĥl; b̂lðnÞ
n o3

l¼1;l6¼2
to derive x̂2ðnÞ from

(4.15), and estimate ĥ2; b̂2ðnÞ
n o

based on (4.17) and (4.18); and so on and so forth,

until we can eventually obtain a set of ĥl; b̂lðnÞ
n o3

l¼1
.

We can repeat the above steps until L equals the number of spoofers. Then we

can obtain estimated parameters for all spoofers ĥl; b̂lðnÞ
n oL

l¼1
.

Since the power of the spoofing signal is higher than that of the authentic GNSS
signal, the RELAX algorithm can estimate the amplitude and the DOA of the
spoofer firstly, and then estimate the amplitude and the DOA of the authentic GNSS
signal. After estimating a signal, the power of the signal can be computed. If the
power of the (Pþ 1)th signal is significantly smaller than the power of the Pth
signal, then the first P signals are the interferences, and the number of spoofers is
L ¼ P.

The interference subspace can be constructed using the estimated interference

DOA ĥ1; ĥ2; . . .; ĥP
n o

by the RELAX algorithm, and it is denoted as

U ¼ span aðĥ1Þ; aðĥ2Þ; . . .; aðĥPÞ
n o

ð4:19Þ

Then the interference subspace’s orthogonal complement space projection matrix is

P? ¼ I� UUH


M ð4:20Þ

And the data after projecting the array received signal is

yðnÞ ¼ P?xðnÞ ð4:21Þ

We can take one channel of the projected data to directly feed into a regular
receiver to perform acquisition, tracking, and position computation.

To achieve a good processing gain on the array signal, we hope that the beam
formed can aim toward the authentic GNSS satellites. Then, for the projected data
yðnÞ, we can use the CLEAN algorithm discussed in Sect. 2.4.3 or the RELAX
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algorithm discussed in this section to estimate the DOAs of all authentic GNSS
signals, and use the estimated DOAs to perform multiple beamforming on the
spoofing mitigated data. A multi-beam method needs to calculate a multi-beam
weighted vector for every GNSS satellite, and then uses a multi-beam receiver to
receive every beam output. For this implementation, since we need to estimate the
DOAs of all authentic GNSS satellites, the complexity is higher, but the array signal
processing gain can be achieved.

The spoofing countermeasure method based on the signal separation estimation
theory does not need any feedback from the receiver, so it can be embedded into a
navigation receiver as an independent spoofing countermeasure module, but it
needs to know the array manifold information. On the other hand, even though the
RELAX algorithm can separate out various space signal sources, the task to
determine whether the signal is a spoofing signal or an authentic GNSS signal can
be implemented by comparing the power levels for various signals. As a result, it
needs to use the power relationship between spoofing signals and authentic GNSS
signals.

2. Spoofing Countermeasure Based on De-spread and Re-spread

Taking into consideration that the condition of array manifold information is
unknown, we propose a spoofing countermeasure method based on the de-spread
re-spread algorithm [39]. This method is based on the de-spread re-spread jamming
countermeasure techniques introduced in Sect. 2.5 of this book [40, 41], which
cleverly takes advantage of the fact that the de-spread re-spread weight vector is
proportional to the signal steering vector. Since the authentic GNSS signals are
transmitted by different GNSS satellites, and all retransmitted spurious PRN signals
come from the same direction, the de-spread re-spread weight vectors corre-
sponding to the spurious PRN signals are highly spatially correlated. However the
de-spread re-spread weight vectors between the spurious PRN signals and authentic
GNSS signals, and among the authentic GNSS signals, are not highly spatially
correlated. The spoofing countermeasure method based on the de-spread re-spread
algorithm first derives the de-spread re-spread weight vectors for every acquired
satellite signal (these signals could be authentic GNSS signals, and some of them
might be interference signals), then it distinguishes the interferences by observing
the correlations among these weight vectors, and then performs spoofing sup-
pression by projecting onto the interference orthogonal space and establishing
multiple beamformings. And consequently the authentic GNSS signals can go
through without distortion. This method does not need to know array manifold, and
not sensitive to array manifold errors. Below we introduce detailed implementation
process of the spoofing countermeasure method based on de-spread re-spread
algorithm.

First of all, the de-spread re-spread weight vector for the lth GNSS satellite can
be solved based on the flow illustrated in Fig. 4.5 wl ðl ¼ 1; 2; . . .; LacqÞ, and Lacq
represents the number of acquired GNSS satellites.
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By writing the de-spread re-spread weight vectors corresponding to all Lacq
GNSS satellites in matrix format, it can be denoted that

W ¼ w1;w2; . . .;wLacq

� � ð4:22Þ

Since the de-spread re-spread weight vectors are proportional to the steering
vectors, we can determine whether spoofing exists or not by checking if W has full
rank, i.e.

rank W½ �\min M; Lacq
� � ð4:23Þ

If (4.23) is not valid, that means the de-spread re-spread weight vectors
w1; w2; . . .; wLacq are not correlated to each other, so there are no signals coming
from the same direction, therefore among the GNSS signals presently received and
tracked by the receiver, there are no spoofing signals. On the other hand, if (4.23) is
valid, that means spoofing exists among the acquired signals by the receiver. Under
this condition, further processing is needed to recognize which de-spread re-spread
weight vectors correspond to which spoofer, i.e. the following decisions need to be
made:

Given the de-spread re-spread weight vectors for two GNSS signals s1 and s2 are
w1 and w2, q denotes their normalization correlation coefficient. When the nor-
malization correlation coefficient q is larger than a certain threshold DD, i.e.

q ¼ w1

w1j j
� �H w2

w2j j

					
					�DD ð4:24Þ

These two signals can be regarded as highly correlated in space, i.e. they come
from the same direction, and as a result the existence of spoofer can be detected. We
can use (4.24) to determine the correlation coefficients among column vectors of
W. In that case, the de-spread re-spread weight vectors corresponding to the
interferences transmitted by the same spoofer (denoted as spoofer k) have very high
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Fig. 4.5 Flow chart of
solving for the de-spread
re-spread weight vectors
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spatial correlations and (4.24) is satisfied. Two or more de-spread re-spread weight
vectors can be classified into a set, and proper methods can be used to average the
de-spread re-spread in the same set, to obtain the averaged vector ~ws

k. The derived
vector corresponds to the steering vector of the spoofer k. The estimated steering
vectors for all �K spoofers f~w1; ~w2; . . .; ~w�Kg can be derived in turn using this
method, and these steering vectors can construct the interference subspace, which
can be denoted as

U ¼ span ~w1; ~w2; . . .; ~w�Kf g ð4:25Þ

Then the orthogonal complement space projection matrix for the interference
subspace is

P? ¼ I� UðUHUÞ�1UH ð4:26Þ

The data after projecting the array received signals is

yðnÞ ¼ P?xðnÞ ð4:27Þ

A channel of the projected data can be directly fed into a regular receiver for
acquisition, tracking and navigational positioning calculation. If we want to have
signal processing gain, we would hope the formed beams have directional gains and
point at authentic GNSS signals. In that case, de-spread re-spread weight vectors
need to be calculated on the projected data, to obtain the de-spread re-spread weight
vectors wa

l l ¼ 1; 2; . . .; �Mð Þ for the authentic GNSS signals. Multiple beamforming
can be performed on the data yðnÞ after anti-spoofing using the authentic GNSS
signals’ de-spread re-spread weight vectors.

zlðnÞ ¼ wa
l

� �HyðnÞ ð4:28Þ

where, subscript l represents the output signal of the lth authentic GNSS signal, and
a multi-beam receiver can be used to receive outputs of various beams.

4.4.3 Combined Suppression on Jamming and Spoofing

The spoofing signal suppression methods introduced in the previous sections are for
environments in which only spoofing exists. In this section we will consider more
complex environments. When jamming and spoofing co-exist, receivers cannot
acquire GNSS signals due to jamming, and as a result they cannot function. If a
receiver successfully suppresses the jamming, it could lock onto a spoofing signal
with higher power when it starts to work again. Consequently the receiver provides
navigational positioning information that seems to be reliable, but in reality it is
incorrect. Thus, jamming and spoofing combine to form a joint threat to the
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receivers, and the methods designed against jamming-only or spoofing-only envi-
ronments cannot work in such complex environments. In this case, receives need to
use algorithms that have combined capabilities to suppress both jamming and
spoofing.

1. Combined Suppression Based on Diagonal Loading

Before we introduce the spoofing suppression algorithm based on diagonal
loading [42], we first analyze the characteristics of array received data’s covariance
matrix using eigen-decomposition. The eigen-decomposition can be performed on
the covariance matrix Rx of the antenna array’s received data:

Rx ¼
XM
i¼1

kiuiuHi ð4:29Þ

where ki ði ¼ 1; 2; . . .;MÞ denotes eigenvalues, which can be ranked in descending
order k1 � k2 � � � � � kK � kKþ 1 ¼ � � � ¼ kM ¼ r2; K is the number of strong
interference; r2 is the power of additive Gaussian white noise; The eigenvectors
corresponding to the M eigenvalues are uiði ¼ 1; 2; . . .;MÞ. As a result, the inverse
matrix of the covariance matrix R�1

x can be represented as

R�1
x ¼

XK
i¼1

1
ki
uiuHi þ 1

r2
XM

i¼Kþ 1

uiuHi

¼ 1
r2

XM
i¼Kþ 1

uiuHi þ
XK
i¼1

r2

ki
uiuHi

" #

¼ 1
r2

I�
XK
i¼1

1� r2

ki

� �
uiuHi

" #
ð4:30Þ

If k1 � k2 � � � � � kK � r2 (corresponding to strong jammings), (4.30) can be
approximated as

R�1
x � 1

r2
I�

XK
i¼1

uiuHi

" #
¼ 1

r2
P? ð4:31Þ

where P? represents the orthogonal complement space projection matrix of the
interference subspace. Since the eigenvectors corresponding to large eigenvalues
can be regarded as the eigenvectors of those strong interference, when the inter-
ferences are strong, R�1

x and P? are equivalent.
However, R�1

x does not have good suppression performance on weak interfer-
ence. When only one weak interference exists, we can perform
eigen-decomposition similar to (4.29) on the covariance matrix Rx. By defining r2j
as the power of the weak interference then k1 ¼ Mr2j þ r2 is the maximum
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eigenvalue corresponding to the weak interference signals, k2 ¼ � � � ¼ kN ¼ r2.
Based on (4.30), we can derive

R�1
x ¼ 1

r2
I� 1� r2

k1

� �
u1uH1


 �
¼ 1

r2
I� 1

1þ r2
Mr2j

u1uH1

2
4

3
5 ð4:32Þ

When r2

Mr2j
� 1,

R�1
x � 1

r2
I ð4:33Þ

R�1
x does not have interference suppression capability.
Based on the analyses above, for strong jamming/spoofing, R�1

x has stronger
suppression capability. However, usually jamming is stronger, and spoofing is not
very strong. Directly using R�1

x cannot suppress spoofing very well, and instead we
can use the diagonal loading factor technique [43–45] to improve
interference-to-noise ratio.

Given a diagonal loading factor of Fr2 (0	F\1), the covariance matrix after
diagonal loading factor can be represented as

~Rx ¼ Rx � Fr2I ð4:34Þ

Since the diagonal loading factor does not change eigenvectors, it can only
change the eigenvalues. Thereby, eigenvectors of ~Rx and Rx are the same, and the
relation between the eigenvalue of ~Rx

~ki and the eigenvalue of Rx is

~ki ¼ ki � Fr2 ð4:35Þ

Using a single weak jamming/spoofer as an example, matrix inversion can be
performed on the covariance matrix ~Rx after the diagonal loading factor, and (4.32)
can be converted to

~R
�1
x ¼ 1

ð1� FÞr2 I� 1� ð1� FÞr2
Mr2j þð1� FÞr2

 !
u1uH1

" #

¼ 1
ð1� FÞr2 I� 1

1þ ð1�FÞr2
Mr2j

u1uH1

2
4

3
5 ð4:36Þ

To make 1�Fð Þr2
Mr2j


 1 by adjusting F value, it is implied that the

interference-to-noise ratio can be greatly improved using diagonal loading factor
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technique. In this case the single weak interference is equivalent to a single strong
interference, then (4.36) can be approximated as

~R
�1
x ’ 1

ð1� FÞr2 I� u1uH1
� � ð4:37Þ

It can be seen from (4.37), after diagonal loading factor, ~R
�1
x can successfully

suppress the weak interference.
Diagonal loading factor is the same as lowering the noise level, which converts

the spoofing signal from a weak interference to a strong interference. Meanwhile,
jamming could become stronger. Consequently, a power minimization algorithm
based on diagonal loading factor can suppress jamming and spoofing simultane-
ously. When this algorithm is used, the selection of the diagonal loading factor Fr2

must satisfy certain criteria, i.e. we must ensure that we can suppress the spoofing
as much as we could, while simultaneously ensuring that useful GNSS signals are
not excessively attenuated.

2. Combined Suppression Algorithm Based on De-spread Re-spread

The combined suppression algorithm on jamming and spoofing based on diag-
onal loading factor’s minimum power is easy to implement, but the selection of
diagonal loading factor is impacted by the power relation between the spoofers and
authentic GNSS signals, and the number of antenna arrays. Also, this method
cannot provide array signal processing gain. Combined suppression algorithm
based on the de-spread re-spread algorithm can solve the above problems. When
jammings and spoofings coexist, since jammings are very strong, the powers from
the spoofers are larger than those of GNSS signals, but still are much smaller than
the noise power. As a result, the covariance matrix of an array antenna’s received
signals is mainly determined by the covariance matrices of the jamming and noise.
i.e.

Rx � Rj þRv ð4:38Þ

In (4.38), Rx denotes the covariance matrix of the received signals; Rj denotes the
covariance matrix of the jamming signals; Rv denotes the noise covariance matrix
(containing statistical information of spoofing, noise, and GNSS signals). In this
case, R�1

x is equivalent to the orthogonal complement space projection matrix of the
strong interference subspace. By projecting the array received signal towards R�1

x ,
we can obtain

yðnÞ ¼ R�1
x xðnÞ ð4:39Þ

R�1
x can effectively suppress jamming, and it also has some attenuation effects on

spoofing. The spoofing countermeasure algorithm based on de-spread re-spread
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technique described in Sect. 4.4.2 can be cascaded to further suppress the residue
spoofing. Detailed processing steps are the same as (4.22)–(4.28).

4.4.4 Simulation Results

In this section, we perform simulations in different interference environments such
as a single receiver based spoofer, multiple receiver based spoofers and coexistence
of jamming and spoofing. The goal is to compare the performances of the spoofing
countermeasure algorithms discussed in this chapter. The data used for the simu-
lations is a L1 signal generated by the GPS simulator, with a sampling frequency of
5.714 MHz, and an intermediate frequency of 4.309 MHz. A uniform linear array
with 10 array elements spaced by a half-wavelength is used.

1. Simulation Results in the Environment of a Single Spoofer

Authentic GNSS signals are PRN 1, PRN3, PRN 22 and PRN25; the
signal-to-noise ratio is �20 dB; the incident angles are 0�, �35�, 10� and �10�

respectively. The spoofers amplify the received GNSS signals and retransmitted
after a delay. We assume that every spoofing PRN signal has a signal-to-noise ratio
of �18 dB, and the DOA of the spoofing is 35°.

Figure 4.6 shows the array antenna pattern derived using the spoofing coun-
termeasure algorithm based on DOA estimation. The solid line in the figure rep-
resents the DOAs of authentic GNSS signals; the dotted line represents the DOAs
of spoofing signals. It can be seen that the antenna array pattern has relatively flat
gain on the directions of authentic GNSS signals, so that authentic GNSS signals
can pass through, but at the same time very deep nulls are formed towards the
DOAs of spoofing signals.

Figure 4.7 shows the acquisition results on GNSS signals before and after
interference suppression. In the Fig. 4.7a, c, e, g are for results without interference
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(a) Without  spoofing countermeasure PRN 1 (b) After applying spoofing countermeasure PRN 1
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(c) Without spoofing surpression PRN 3 (d) After applying spoofing surpression PRN 3
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(e) Without spoofing surpression PRN 22 (f) After applying spoofing surpression PRN 22

Doppler 
frequency/Hz Code delay/chips

Spoofing

109

Authentic 
GNSS 

2
1.8
1.6
1.4
1.2

1
0.8
0.6
0.4
0.2

05000 0
5000

0 100 200 300 400 500 600 700 800 900 1000

C
or

re
la

tio
n 

ac
cu

m
ul

at
io

n 
va

lu
e

Doppler 
frequency/Hz Code delay/chips

109

Authentic 
GNSS 

2
1.8
1.6
1.4
1.2

1
0.8
0.6
0.4
0.2

05000 0
5000

0 100 200 300 400 500 600 700 800 900 1000

C
or

re
la

tio
n 

ac
cu

m
ul

at
io

n 
va

lu
e

(g) Without spoofing surpression PRN 25 (h) After applying spoofing surpression PRN 25 
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Fig. 4.7 Comparisons of GNSS signal acquisition results by the receiver before and after
applying spoofing countermeasure
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suppression, and Fig. 4.7b, d, f, h are for results after applying interference sup-
pression. It can be seen from the Fig. 4.7a, c, e, g that without interference sup-
pression, the two-dimensional search result for the GNSS signals received by the
receiver has two obvious correlation peaks: one correlation peak is for the authentic
GNSS signal, and the other correlation peak is for the interference. Since the
interference power is higher than the powers of the GNSS signals, the interference
correlation peak value is higher than the authentic GNSS signals. Therefore,
without interference suppression, the receiver will acquire interference correlation
peak. After interference suppression, in Fig. 4.7b, d, f, h, only correlation peaks for
authentic GNSS signals exist, which shows that the interference has already been
effectively suppressed, so the receiver can robustly acquire the correlation peaks of
the authentic GNSS signals.

2. Simulation in the Environment of Multiple Spoofers

Authentic GNSS signals are PRN1, PRN2, PRN3 and PRN22, and the
signal-to-noise ratio is �20 dB, and the incident angles are 0�, 10�, �10� and �35�

respectively. The spoofing signal transmitted by spoofer 1 incidents onto the array
from the direction of 40�, and the spoofing signal transmitted by the spoofer 2
incidents onto the array from the direction of 25�. The signal-to-noise ratios for all
interference PRN signals are all �18 dB.

Figure 4.8 shows the array antenna patterns derived using the spoofing coun-
termeasure algorithm introduced in Sect. 4.4.2. Among the subfigures, subfigures
(a) and (b) correspond to the receiver based spoofing suppression algorithm based
on signal separation estimation theory (in our simulation, the estimations on
interferences’ DOAs and GNSS signals’ DOAs all are implemented using the
RELAX algorithm). Subfigure (c) corresponds to the spoofing countermeasure
algorithm based on the de-spread re-spread technique. The solid lines in the figure
represent the DOAs of the authentic GNSS signals; the dotted lines represent the
DOAs of the interferences. It can be seen that both methods can form nulls towards
the DOAs of the interferences. Towards the authentic GNSS signals, subfigure (a)’s
antenna pattern has slight attenuation; and in subfigures (b) and (c), the beams
formed by authentic GNSS satellites all point towards the DOAs of the respective
GNSS satellites, i.e. beamforming gains are provided on the DOAs of authentic
GNSS signals.

Figure 4.9 shows the two-dimensional search result of the GNSS PRN1 signal
by the receiver before and after applying spoofing countermeasure. It can be seen
that it contains one correlation peak corresponding to the authentic GNSS signals
and two correlation peaks corresponding to the two interferences, which is con-
sistent with the simulation conditions, and the two correlation peaks corresponding
to the two interferences are both higher than the authentic GNSS signals. Thereby,
the receiver acquires the highest peak which corresponds to one of the interferences.
Figure 4.9b, c, d are the results after applying spoofing countermeasure. It can be
seen that every one of them shows correlation peaks corresponding to the authentic
GNSS signals. In addition, the correlation peak values in the Fig. 4.9c, d are
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approximately 10 times higher than the correlation peak values in the Fig. 4.9a, b,
and have a low noise level.

3. Simulation Results when Jamming and Spoofing Coexist

Four GPS satellite signals PRN1, PRN2, PRN3 and PRN22 incident onto the
array from the directions of �5�, 5�, �25� and 15�, and the signal-to-noise ratio is
�20 dB. The interferences incident onto the array from the directions of 25� and
�40�. The signal-to-noise ratio of each interference PRN signal is �18 dB. The
jamming signal incidents onto the array from the direction of 60�, and its
interference-to-noise ratio is 40 dB.

Figure 4.10 shows the antenna patterns of using power minimization algorithm
and power minimization algorithm based on diagonal loading factor. In the figure,
the solid line aims towards the DOAs of spoofer 1 and 2, and the jamming signals.
The antenna patterns for these two methods both form very deep nulls towards the
jamming DOA. In the directions of spoofers, it can be seen in Fig. 4.10 that the

(b)Algorithm based on signal separation 
estimation theory (single beam)

(c) Algorithm based on signal separation 
estimation theory (Multiple beams)
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(a) Without spoofing suppression
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(d) Algorithm based on de-spread 
re-spread technique.
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Fig. 4.9 Comparisons of acquisition results on PRN1 GNSS signal before and after suppressing
the multiple receiver based spoofing interferences
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power minimization algorithm based on diagonal loading factor can form deeper
nulls, and can suppress the jamming and spoofing simultaneously, but the power
minimization algorithm cannot effectively suppress spoofing.

In Fig. 4.10b, the antenna pattern for the power minimization algorithm based
on diagonal loading factor has fluctuation on the sidelobe, which is the impact of
increased small eigenvalue divergence of covariance matrix caused by diagonal
loading factor. The fluctuation on the sidelobe can lead to certain attenuation on
authentic GNSS signals, which is a shortcoming of the method. A joint interference
countermeasure method based on the de-spread re-spread algorithm that is intro-
duced in Sect. 4.4.3 can overcome this shortcoming. Below we list simulation
results of applying the de-spread re-spread algorithm under the same simulation
conditions.

Figure 4.11 is the overall pattern for all authentic GNSS signals using the
combined jamming and spoofing suppression algorithm based on de-spread
re-spread technique. The solid lines in the figure represent the authentic GNSS
signals’ DOAs, and the dotted lines show the DOAs of spoofers 1, 2 and the
jamming signal. It can be seen in Fig. 4.11, the de-spread re-spread weight vector of
an authentic GNSS signal can be used to form a beam towards the satellite signal’s
DOA with an obvious beam gain, and at the same time form nulls towards the
spoofing and jamming signals. More details can be seen in Fig. 4.12.

Next, we discuss the acquisition results of different algorithms. Figure 4.13
shows the comparisons of acquisition results before suppressing the spoofing and
jamming signals. Figure 4.13a shows that without suppressing the spoofing and
jamming signals, the receiver cannot acquire the GNSS signals under the influence
of jamming. Figure 4.13b, c show the acquisition results after applying combined
jamming and spoofing suppression based on diagonal loading factor, and combined
jamming and spoofing suppression based on de-spread re-spread technique. It can
be seen that the Fig. 4.13b, four GNSS signals are successfully acquired, but the
noise level is relatively high. The de-spread re-spread method is a multi-beam
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Fig. 4.11 Antenna patterns for all authentic GNSS signals after applying the combined jamming
and spoofing suppression algorithm based on de-spread re-spread technique
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Fig. 4.12 Antenna patterns for various authentic GNSS signals after applying the combined
jamming and spoofing suppression algorithm based on de-spread re-spread technique
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(a) Without jamming and spoofing suppression

(b) After applying the power minization algorithm
based on diagonal loading factor.

(c) After applying the suppresion algorithm 
based on de-spread re-spread technique.
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method, where every formed beam aims towards one GNSS signal. Figure 4.13c
only shows the beam output acquisition result corresponding to the PRN22 (the
results for all the other GNSS signals are similar, so we choose not to show the
results for them). It can be seen that PRN22 has a higher acquisition factor, and the
noise level is much lower than those shown in Fig. 4.13a, b.

4.5 Summary

We mainly study GNSS spoofing countermeasure techniques in this chapter.
Firstly, we introduce the spoofing generating methods, give data models, and
analyze the impacts of spoofing on GNSS receivers. Then several common spoofing
detection methods are introduced. Finally, we introduce different spoofing coun-
termeasure algorithms aiming towards various spoofing environments such as
single spoofer, multiple spoofers, and coexistence of jamming and spoofing, and
analyze the characteristics and applicability of various algorithms.
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Chapter 5
Multipath Interference Suppression

5.1 Introduction

Interferences on GNSS can be categorized into two types: intentional interference
and unintentional interference. Jamming and spoofing, mainly discussed in
Chaps. 2 and 4 in this book, belong to the category of intentional interference.
Multipath interference studied in this chapter, and pulse interference that will be
studied in Chap. 6 both belong to unintentional interference.

Multipath interference refers to the interference signals formed by reflected
GNSS signals due to objects around the receiver antenna. It is one of the common
error sources of GNSS. Multipath interference can change the phase characteristics
of the receiver tracking loop, leading to tracking and measurement errors. Studies
have shown that the resulting pseudorange errors can reach several to hundreds of
meters [1, 2], which are sufficient to degrade system reliability and positioning
accuracy. Since the impacts of multipath interferences show significant differences
for different observation time and station environment, presently there is not a
general and accurate mathematical model to correct multipath errors. Consequently,
multipath interference suppression is always a hot research topic in the field of
GNSS receiver design [1–4].

Present-day multipath interference suppression technologies mainly expand
along two approaches: receiver antenna design and signal processing. The antenna
enhancement technologies, from the antenna design perspective, include measures
such as drawing a multipath environment diagram around the antenna, using special
types of antenna, and selecting proper sites to set up antenna [5–10]. Multipath
interference suppression technologies, based on signal processing, include two
major categories: temporal domain signal processing and spatial domain signal
processing. Commonly used temporal domain processing methods include
enhanced correlator techniques represented by the narrow correlator technique [11,
12] and parameter estimation methods represented by the Multipath Estimate Delay
Lock Loop (MEDLL) [13, 14]. Spatial signal processing mainly takes advantage of

© Science Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Wu et al., Adaptive Interference Mitigation in GNSS, Navigation:
Science and Technology, https://doi.org/10.1007/978-981-10-5571-3_5
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the fact that the line of sight (LOS) signal and multipath interference arrive at the
receiver from different spatial directions, therefore the multipath interference sup-
pression can be achieved using adaptive array signal processing with multiple
antennas [15–19].

Focusing on the multipath interference suppression problem for GNSS, this
chapter gives the received signal model when multipath interferences exist, and
analyzes the impacts on GNSS receivers by multipath interferences. Then we
introduce the MEDLL technique based on temporal domain processing, and
introduce a new temporal domain multipath suppression method based on Weighted
Fourier Transform and RELAXation (WRELAX) parameter estimation. Lastly, by
taking advantage of the periodic repetitive characteristic of GNSS spreading codes,
we introduce a multipath interference suppression technique based on spatial
domain decoupled parameter estimation theory.

5.2 Multipath Signal Model and Impact Analyses

To study effective methods to counter multipath interferences, we must establish a
received signal model where multipath interferences exist, and analyze the impacts
of multipath interferences on the GNSS signal. To facilitate discussion, we use the
GPS signal as an example, and the related conclusions can be generalized to other
GNSS systems.

5.2.1 Signal Model

The transmitting GNSS signal can be represented as

sðtÞ ¼ DðtÞcðtÞ cos xctð Þ ð5:1Þ

where D tð Þ denotes the navigation message of the GNSS signal; c tð Þ represents the
C/A code; xc is the carrier frequency. Assuming that a GPS receiver receives a
LOS signal combined with multipath interferences from P reflection paths, then the
received signal can be represented as

��x tð Þ ¼
XP
p¼0

~apD t � sp
� �

c t � sp
� �

cos xc t � sp
� �þ ~up

� � ð5:2Þ

where ~ap ; sp ; ~up represent the amplitude, code delay and initial phase for the pth
multipath signal; p ¼ 0 represents the LOS signal arrived through a direct path.
Since the period of the navigation message is much longer than the period of the
C/A code, and the data block length required by the subsequent code delay
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estimation is relatively short (only few C/A code periods needed). During the data
duration, the navigation message D t � sp

� � ¼ �1, and assuming no data bit
change, we can further merge the value of D t � sp

� �
in (5.2) within the amplitude

~ap, and the new variable can be denoted as a0p. Then, (5.2) is converted to

��x tð Þ ¼
XP
p¼0

a0pc t � sp
� �

cos xc t � sp
� �þ ~up

� � ð5:3Þ

To derive the Doppler frequencies for signals arrived through different paths, we
need to consider the Doppler frequency of the LOS signal. We can observe that

xcs0 ¼ xc
R0 tð Þ
c

ð5:4Þ

where c is the light speed; R0 tð Þ ¼ r0 þ v0t represents the distance between the
receiver and the satellite at time t; r0 is the distance between the receiver and the
satellite at the initial observational time; v0 represents the redial relative speed
between the receiver and the satellite. The above formula can be further expressed
as

xcs0 ¼ xc
r0 þ v0t

c
¼ 2p

r0
k
þ v0t

k

� �
ð5:5Þ

When the redial relative speed v0 is a constant, the Doppler frequency is

xd0 ¼ 2p
v0
k

ð5:6Þ

The propagation distance of a multipath interference signal can be expressed as

Rp tð Þ ¼ r0 þ v0tþDRp tð Þ ð5:7Þ

where DRp tð Þ is the propagation distance difference between a multipath interfer-
ence and the LOS signal. When the distance between the reflecting point and the
receiver is far away so the code delay between the multipath interference and the
LOS signal is more than 1.5 chips, the multipath interference’s impacts on the
receiver can be ignored. Since the satellite is far away from the receiver on the
ground, by assuming that the multipath reflecting points are not too far from the
receiver, we can assume that DRp tð Þ does not change during a short duration. Then
xcsp can be further expressed as

xcsp ¼ xc
r0 þ v0tþDRp

c
¼ 2p

r0
k
þ v0t

k
þ DRp

k

� �
ð5:8Þ
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It can be seen that the Doppler frequency of the pth multipath interference
xdp � 2p v0=k, i.e. the LOS signal and the multipath interference approximately
have the same Doppler frequency, and we can denote them using a unified repre-
sentation xd0. Consequently (5.3) can be further simplified as

��xðtÞ ¼
XP
p¼0

a0pc t � sp
� �

cos xc þxd0ð Þtþu0
p

h i
ð5:9Þ

where u0
0 ¼ ~u0 þ 2p r0=k is the phase of the LOS signal; u0

p ¼
u0
0 þDup; p ¼ 1; 2; . . .;Pð Þ is the phase of the pth multipath signal; Dup ¼

2pDRp=k is the additional phase difference between the pth multipath interference
and the LOS signal.

5.2.2 Impacts of Multipath Interferences

Assuming that the carrier recovery is entirely accurate, the signal after the carrier
loop demodulation can be represented as

�x tð Þ ¼
XP
p¼0

a0pc t � sp
� �

cos u0
p � û0

0

� �
ð5:10Þ

where û0
0 represents the estimated carrier phase of the LOS signal. If the interval

between the early code correlator and the late code correlator is d, then the locally
generated early and late codes can be represented, respectively as

sEðtÞ ¼ c t � ŝ0 � d=2ð Þ ð5:11Þ

sLðtÞ ¼ c t � ŝ0 þ d=2ð Þ ð5:12Þ

where ŝ0 represents the estimated code delay of the LOS signal. After the
demodulation, the correlations between the signal and the locally generated
early/late codes REðeÞ and RLðeÞ can be represented, respectively, as [4]:

REðeÞ ¼
XP
p¼0

a0pR eþDsp � d=2
� �

cos u0
p � û0

0

� �
ð5:13Þ

RLðeÞ ¼
XP
p¼0

a0pR eþDsp þ d=2
� �

cos u0
p � û0

0

� �
ð5:14Þ

where R �ð Þ represents the autocorrelation function of the C/A code; e ¼ s0 � ŝ0 is
the code delay estimation error of the LOS signal; Dsp ¼ sp � s0 is the relative code
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delay between the pth multipath interference and the LOS signal. The discrimi-
nation function of the code tracking loop in the GNSS receiver can be represented
as [3, 4]

f ðeÞ ¼ RE eð Þ � RL eð Þ

¼
XP
p¼0

a0p R eþDsp � d=2
� �� R eþDsp þ d=2

� �� 	
cos u0

p � û0
0

� �
:

ð5:15Þ

In a code tracking loop, if no multipath interference exists, the positions where
the tracking errors e = 0 correspond to the zeros value of the discrimination
function. When the discrimination function value equals to zero, the correlation
values of the early and late codes are the same, and the correlation value of the
prompt code, which is located in the intermediate of the early and late codes,
reaches its maximum. Consequently the code tracking loop considers that the local
generated C/A code is synchronized with the received one. Therefore, adjusting the
local C/A code phase by the discrimination function’s zero values, we can ensure
the correlation values of the early and late codes are always the same. In other
words, the zeros of the discrimination function always correspond to the zero
tracking errors.

When multipath interferences exist, the correlation function becomes a synthesis
of the LOS signal and multipath interferences. When the discrimination value is
zero, the correlation values for the early and late codes are the same, and the
correlation value of the prompt code, which is located at the intermediate position
between the early and late codes, deviates from the maximum. Under the condition,
the prompt code is not aligned with the position where the signal code delay is zero.
Consequently, distorted correlation function forces the zeros of the discrimination
function to deviate from zero tracking errors, instead these zeros correspond to
tracking errors introduced by multipath interferences. As a result, when f eð Þ ¼ 0,
the corresponding e is the tracking error introduced by a multipath interference
signal. Figures 5.1 and 5.2 show the impacts on correlation functions and phase
discriminator curves by a constructive multipath signal (where the multipath signal
and the LOS signal have the same phase or they are partially out of phase, i.e. when
0� � u0

1 � û0
0



 

� 90�, leading to superimposed signal strength enhancement) and
destructive signal (when 90�\ u0

1 � û0
0



 

� 180�, leading to superimposed signal
strength reduction).

When there is only the LOS signal, the corresponding error for the phase dis-
criminator function’s zero-crossing point is e ¼ 0. A Delay Lock Loop (DLL) locks
the signal by tracking the zero-crossing point of a phase discriminator function. But
when multipath interference are received, due to the impacts from multipath
interferences, the zero-crossing point of the phase discriminator function deviates
from the LOS signal’s code delay. When a receiver only receives one multipath
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interference by making the discriminator function in (5.15) f ðeÞ ¼ 0, the corre-
sponding DLL error can be derived [3, 4] as

e ¼

Ds1 cos u0
1�û0

0ð Þ
a00=a

0
1 þ cos u0

1�û0
0ð Þ 0\Ds1 � sL

d
a00=a

0
1
cos u0

1 � û0
0

� �
sL\Ds1 � sH

cos u0
1�û0

0ð Þ
a00=a

0
1�cos u0

1�û0
0ð Þ d=2þ Tc � Ds1ð Þ sH\Ds1 � Tc þ d=2

0 Ds1 [ Tc þ d=2

8>>>>>>><
>>>>>>>:

ð5:16Þ

Correlation function                        phase discriminator curve 

Fig. 5.1 Impacts of a constructive multipath interference signal

Correlation function                             phase discriminator curve 

Fig. 5.2 Impacts of a destructive multipath interference signal
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where Tc represents the chip length, then sL and sH can be represented as

sL ¼ a00=a
0
1 þ cos u0

1�û0
0ð Þ

a00=a
0
1

d

sH ¼ d cos u0
1�û0

0ð Þ
2a00=a

0
1

þ Tc � d=2

8<
: ð5:17Þ

Assuming that only one multipath interference exists, and the Direct to
Multipath Ratio (DMR) a00=a

0
1 ¼ 0:5, in (5.16), when u0

1 � û0
0 is 0 or p (i.e. the

multipath and LOS signal have the same phase or the opposite phase), by forcing
the discriminant function f ðeÞ ¼ 0, the possible maximum positive/negative mul-
tipath errors obtained by solving the formula are defined as the error envelope.
Figure 5.3 shows the error envelope of the traditional correlator (i.e. correlator
interval d ¼ 1). When multipath interference exist, traditional correlators have
greater code phase tracking errors.

5.3 Temporal Domain Multipath Interference
Suppression

After analyzing the impacts on GNSS system by multipath interferences in previous
sections, this section mainly discusses techniques of multipath interference
suppression.

Relative code delay (chips) 

Fig. 5.3 The error envelope
curve of a traditional
correlator
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5.3.1 Narrow Correlator Technique

Narrow correlator technique is a very first multipath interference suppression
technique being introduced. Its application on GPS receivers was introduced by
Van Dierendonck et al. [12] from NovAtel Company. The main launching point of
the narrow correlator technique is that the impacts from multipath interferences are
the weakest towards the peak of a pseudo code correlation function curve.
Consequently, “narrow correlator” usually means that the spacing between corre-
lators is smaller than one chip. The arrangement is different from what is for the
traditional correlator, which has d = 1 chip between early/late code correlators.
Usually narrow correlators set the spacing between correlators as d = 0.1 chips [11,
12]. The multipath error envelope for narrow correlators with various spacing is
shown in Fig. 5.4.

Figure 5.4 shows that multipath error envelopes become smaller as the corre-
lators spacing becomes smaller. Compared with the traditional correlator technique,
the narrow correlator technique has significantly multipath suppression effect. The
maximum multipath error is proportional to the spacing d between correlators.
Consequently, a narrow correlator with d ¼ 0:1 can reduce the maximum multipath
error to 10% [11, 12]. Another benefit of the narrow correlator technique is that
when the multipath interference’s code delay is longer than 1þ d=2 chips, there is
no impact on signal tracking. For traditional correlators, signal tracking is not
impacted only when the multipath interference’s code delay is longer than 1.5
chips.

The principle of narrow correlators’ multipath interference suppression can also
be explained from the perspective of discriminant functions. Figure 5.5 shows the
impacts on the incoherent phase discriminator curve by correlator spacing. It can be
seen that the linear operating range becomes smaller as the correlator spacing
becomes smaller. And this means that a correlator spacing reduction decreases a
code tracking loop’s tolerance on noise and user dynamics. But, we need to point
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out that even though the narrow correlator technique can greatly suppress code
tracking errors caused by multipath interference and improve measurement preci-
sion on code phase, it has no multipath suppression effect for the carrier tracking
loop [11, 12].

In actual receivers, the front end filter has limited bandwidth so it can filter out
sidelobes of signal power spectrum. The Fourier transform of an autocorrelation
function is the power spectrum, so the bandwidth of the front end filter has impacts
on the autocorrelation function of the signal. A narrower bandwidth leads to a flatter
correlation peak for a C/A code autocorrelation function curve, as shown in
Fig. 5.6. In this flat region, when a correlation value changes not sufficiently
obvious, the phase discriminator output does not change, leading to a reduction on
phase discrimination sensitivity, and a larger phase discrimination error. That has
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serious impacts on the signal tracking sensitivity of the code tracking
loop. Consequently, the narrow correlator technique requires a larger front end
bandwidth.

As described before, to accurately track the spreading code, it is required to
increase receiver bandwidth and increase the sampling frequency of a receiver’s
A/D converter. But, wider bandwidth could bring in more noise, making it more
susceptible to RF interferences. That imposes higher requirements on the perfor-
mance of a receiver’s RF front end filter. For RF front end, filters with a flat
passband, a steep transition zone and good filtering performance need to be
selected, to ensure the spreading code autocorrelation function being formed has
good shape. In general, narrow correlators, designed on the basis of the code
tracking loop used by present-day receivers, can dramatically improve multipath
suppression performance by adjusting correlator spacing, and have good compat-
ibility with present-day receivers. Consequently narrow correlators have been
widely applied.

5.3.2 Multipath Estimate Delay-Lock-Loop (MEDLL)

MEDLL is a multipath suppression technique founded on statistics theories [13].
The main principle is to obtain multiple correlation function samples using multiple
correlators. By performing iterative computations based on the maximum likeli-
hood criterion, it can achieve smaller code phase tracking errors, compared to what
the narrow correlator technique can obtain. For the rest of this section, we introduce
the basic principle of MEDLL.

In reality, the signal in (5.10) also includes a noise component ~e tð Þ (which can
usually be assumed as a white Gaussian noise), so the received signal containing
noise can be represented as

xðtÞ ¼
XP
p¼0

a0pc t � sp
� �

cos u0
p � û0

0

� �
þ~eðtÞ ð5:18Þ

By making up ¼ u0
p � û0

0, and performing Hilbert transformation on the data,
the corresponding complex data is

xðtÞ ¼
XP
p¼0

a0pc t � sp
� �

exp jup

� �þ eðtÞ ð5:19Þ

where eðtÞ is the result of performing Hilbert transformation on ~e tð Þ. By further
sampling the data in (5.19), we can obtain
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x nð Þ ¼
XP
p¼0

a0pc n� sp
� �

exp jup

� �þ e nð Þ; n ¼ 1; 2; . . .;N ð5:20Þ

where N denotes the total number of sample points.
Based on the maximum likelihood estimation theory, and under the condition of

an additive Gaussian white noise background, to apply the maximum likelihood
criterion is equivalent to solve the following nonlinear least-squares problem

L1 a0p; sp;up

n oP

p¼0

� �
¼
XN
n¼1

x nð Þ � n nð Þ½ �2 ð5:21Þ

where

n nð Þ¼D
XP
p¼0

np nð Þ ¼
XP
p¼0

a0pc n� sp
� �

exp jup

� � ð5:22Þ

Since the cost function L1 a0p; sp;up

n oP

p¼0

� �
contains unknown parameters for

Pþ 1ð Þ signals, so it cannot be solved directly. For this reason, we can first assume
that other than the unknown parameters for the pth signal, parameters for all the

other signals going through different paths â0q; x̂q; ûq

n oP

q¼0;q 6¼p
are known or have

already been estimated. By defining

xp nð Þ ¼ x nð Þ �
XP
q¼0
q6¼p

â0qc n� ŝp
� �

exp jûp

� � ð5:23Þ

and substituting the above formula into (5.21), the following cost function can be
obtained

L2 a0p; sp;up

� �
¼
XN
n¼1

xp nð Þ � np nð Þ� 	2 ð5:24Þ

The pth signal’s parameters can be estimated by calculating the partial derivative

of L2 a0p; sp;up

� �
, and make the corresponding partial derivative as 0, i.e. let

@L2 a0p;sp;upð Þ
@a0p

¼ 0,
@L2 a0p;sp;upð Þ

@sp
¼ 0,

@L2 a0p;sp;upð Þ
@up

¼ 0, whereby
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ŝp ¼ argmax
s

Re RxðsÞ �
XP
k¼0
k 6¼p

a0kR s� skð Þ exp jukð Þ

2
664

3
775

8>><
>>:

9>>=
>>; exp �jup

� �
8>><
>>:

9>>=
>>; ð5:25Þ

â ¼ Re Rx sp
� ��XP

k¼0
k 6¼p

a0kR sp � sk
� �

exp jukð Þ

2
664

3
775 exp �jup

� �
8>><
>>:

9>>=
>>; ð5:26Þ

ûp ¼ angle Rx sp
� ��XP

k¼0
k 6¼p

a0kR sp � sk
� �

exp jukð Þ

2
664

3
775 ð5:27Þ

where R sð Þ is the C/A code’s autocorrelation function, with the maximum nor-
malized amplitude is 1, and the relative code delay is 0, so it can be used as the
autocorrelation function for reference (also known as the reference correlation
function). Rx sð Þ is the actual autocorrelation by actual measurement, i.e. the cal-
culated correlation between the received signal and the local reference signal.

MEDLL needs to obtain estimation values for signals arrived from different
paths through iterations. When there are only the LOS signal and one multipath
interference, the iterative procedure can be described as below

(1) Assuming the received data only contains the LOS signal, i.e. x nð Þ ¼ n0 nð Þ,
then its estimated correlation is R̂0 sð Þ ¼ Rx sð Þ. By sending R̂0 sð Þ into the
parameter estimation module, a set of parameters â00; ŝ0; û0

� �
can be estimated.

Based on the parameter set, and the reference correlation function, the corre-
lation derivation can be further configured as R̂0 sð Þ ¼ â00R s� ŝ0ð Þ exp jû0ð Þ:

(2) By subtracting the reconstructed correlation function R̂0ðsÞ from the actual
measured correlation function RxðsÞ, the difference can be treated as the cor-
relation function of the second path’s signal n1 nð Þ, i.e. R̂1 sð Þ ¼ Rx sð Þ � R̂0 sð Þ.
By substituting it into the parameter estimation module, a set of estimated
parameters â01; ŝ1; û1

� �
for the second path’s signal n1 nð Þ can be obtained.

Similarly, based on this set of estimated results, the correlation function of
n1 nð Þ, can be reconstructed from R̂1 sð Þ ¼ â01R s� ŝ1ð Þ exp jû1ð Þ.

(3) By subtracting the reconstructed correlation function R̂1 sð Þ from the actual
measured correlation function Rx sð Þ, the difference obtained can be treated as
the correlation function of n0 nð Þ, i.e. R̂0 sð Þ ¼ Rx sð Þ � R̂1 sð Þ. By substituting
the correlation function into the parameter estimation module, a set of
parameters â00; ŝ0; û0

� �
can be estimated. Using the set of estimated results, the

correlation function R̂0 sð Þ for n0 nð Þ can be reconstructed.
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(4) Repeat steps (2) and (3) to complete iteration optimization of the signals on the
two paths till the iteration condition cannot be met, then jump out of the loop.

The above iterative procedure can be directly extended to scenarios where
multiple multipath interferences exist. But under normal circumstances, assuming
the conditions of longer propagation code delay and larger number of reflections,
the subsequent overall multipath interferences become weaker. In addition, a larger
number of paths being tracked increase the computation loads. As a result, we
usually only consider the LOS signal and one multipath interference.

Noticing that for each iteration (corresponding to estimating the parameters on
one multipath interference signal), mutual couplings among unknown parameters in
(5.25)–(5.27) are hard to be solved. Consequently, the following processing is
performed.

To obtain â0p; ŝp; ûp

� �
, at first the sampling point Rp smaxð Þ corresponding to the

maximum of the correlation function Rp sð Þ is found. For a complex domain model,
the maximum of the function Re2 Rp sð Þ� 	þ Im2 Rp sð Þ� 	

should be found, the s
corresponding to the maximum value is smax (e.g. which is the roughly estimated
code delay). The process can be expressed as below

smax ¼ argmax
s

Re Rp sð Þ� �� 	2 þ Im Rp sð Þ� �� 	2n o
ð5:28Þ

Then we can estimate the phase ûp based on the formula below

ûp ¼ atan
Im Rp smaxð Þ� 	
Re Rp smaxð Þ� 	
 !

; when Re Rp smaxð Þ� 	
[ 0 ð5:29Þ

ûp ¼ atan
Im Rp smaxð Þ� 	
Re Rp smaxð Þ� 	

 !
þ p; when Re Rp smaxð Þ� 	

\0 ð5:30Þ

ûp ¼
p
2
; when Re Rp smaxð Þ� 	 ¼ 0 and Im Rp smaxð Þ� 	

[ 0 ð5:31Þ

ûp ¼ � p
2
; when Re Rp smaxð Þ� 	 ¼ 0 and Im Rp smaxð Þ� 	

\0 ð5:32Þ

After obtaining the phase ûp, a phase rotation is performed on the correlation
function Rp sð Þ to obtain

�Rp sð Þ ¼ Re Rp sð Þ� 	
cos ûp

� �þ Im Rp sð Þ� 	
sin ûp

� � ð5:33Þ
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At this point, the correlation function is a real-value correlation function that can
be further used to estimate code delay and amplitude.

Under most circumstances, the code delay of the LOS path is not equal to an
integer multiple of the correlator spacing. The actual obtained complex sampling
points might not include the maximum points of the actual correlation function. To
obtain more accurate estimation on the code delay, interpolation can be performed
on the actual measured correlation function, and then obtain a discriminant function
f sxð Þ based on the computation. Furthermore the estimated code delay can be
obtained by a lookup table on pre-stored f 0ðs0xÞ values. The details can be expressed
below:

As shown in Fig. 5.7, if A and B are the top two maximum sampling points for
Rðs0Þ (located near the actual peak value), the corresponding code delays can be
represented, respectively, as s0a and s0b. Given that the correlator spacing is Ds, i.e.
s0b � s0a ¼ Ds, and the code delay corresponding to the correlation function’s peak
value is denoted as s00, it can be observed that s0c ¼ s0a þ s0b

� ��
2, s00 ¼ s0c þ s0x.

Consequently the needed code delay can be derived by obtaining s0x.
For that purpose, firstly f 0 s0x

� �
can be obtained using the reference correlation

function RðsÞ

f 0 s0x
� � ¼ R s00 � s0x � 1

2Ds
� �� R s00 � s0x þ 1

2Ds
� �

R s00 � s0x � 1
2Ds

� �

 

þ R s00 � s0x þ 1
2Ds

� �

 

 ð5:34Þ

0

A

B

Fig. 5.7 Diagram of correlator sampling point positions
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As shown in Fig. 5.7, s0a ¼ s00 � s0x � Ds
2 ; s

0
b ¼ s00 � s0x þ Ds

2 ; for a given s00, the
range of s0x is s00 � Ds

2 � s0x � s00 þ Ds
2 , and furthermore the s0a, s

0
b and the corre-

sponding f 0 s0x
� �

can be determined. And we pre-store the f 0 s0x
� �

as the reference
discriminant function, ready to be used for the lookup table.

The discriminant function obtained based on the actual correlation function after
the phase rotation �Rp sð Þ is

f ðsxÞ ¼
�Rp sað Þ � �Rp sbð Þ
�Rp sað Þ

 

þ �Rp sbð Þ

 

 ð5:35Þ

where sa and sb correspond to the s0a and s0b in f 0 s0x
� �

. If the corresponding code
delay for actual measured correlation function’s peak value is denoted as s0, the
code delay is the one to be estimated. By comparing f sxð Þ to every f 0 s0x

� �
in (5.34),

when abs f sxð Þ � f 0 s0x
� �� 	

reaches the minimum value, approximately it can be
regarded that sx ¼ s0x, and ŝ0 ¼ sc þ sx can be estimated.

In the process of phase estimation, we have already found the sampling point
smax corresponding to the maximum value. Consequently the amplitude can be
estimated using â0p ¼ �Rp smaxð Þ. This is a method that can be applied when the
correlator spacing is small, and the subsequent error is tolerable. The amplitude can
also be determined using (5.26).

It can be seen that the solution process of MEDLL is to perform nonlinear curve
fitting, by identifying a set of reference correlation functions, and making their
amplitude, phase and code delay as the best fit for the correlation function of the
input signal [13]. Essentially, a traditional receiver does the same thing, but only on
one signal (the LOS signal). When multipath interferences exist, MEDLL can
improve the performance of curve fitting by adding the number of estimated sig-
nals, thereby it can accurately estimate the multipath interference and then separate
them from the superimposed signal. But since the MEDLL needs multiple corre-
lators, it is more complex to implement compared to traditional receivers.

5.3.3 Multipath Interference Suppression Based
on WRELAX

The WRELAX algorithm based on nonlinear least-squares criterion is an effective
time delay estimation algorithm. It converts a multi-dimensional problem into a
series of one-dimensional optimizations, significantly reducing the computation
load [20–33]. The WRELAX is also a method based on the decoupled parameter
estimation theory. We can expand the application of the WRELAX algorithm to
GNSS multipath interference suppression. The main idea is that after acquiring the
GNSS signal, the WRELAX algorithm can be used to estimate GNSS signal’s code
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delay, and then the estimated code delay information can be used to suppress
multipath interferences.

By combing the phases exp jup

� �
and a0p in (5.20) into a new unknown variable,

denoted as ap, (5.20) can be represented as

x nð Þ ¼
XP
p¼0

apc n� sp
� �þ e nð Þ ð5:36Þ

The parameters to be estimated for the above formula are ap; sp
� 
P

p¼0. To

facilitate further analyses and estimate the code delay parameters, a discrete Fourier
transform is performed on the above formula and we can have

X kð Þ ¼ C kð Þ
XP
p¼0

apejxpk þE kð Þ; �N=2� k�N=2� 1 ð5:37Þ

where X kð Þ, C kð Þ and E kð Þ are the discrete Fourier transformations of x nð Þ, c nð Þ
and e nð Þ respectively; xp ¼�2pspfs=N; fs denotes the sampling frequency. Now,
by converting the code delay estimate to an angular frequency estimate, and using
the relationship sp ¼ �xpN=2p fs, the code delay can be obtained.

The estimated value âp; x̂p
� 
P

p¼0 can be obtained by minimizing the nonlinear

least squares cost function

Q1 ap;xp
� 
P

p¼0

� �
¼

XN=2�1

k¼�N=2

XðkÞ � CðkÞ
XP
p¼0

apejxpk













2

ð5:38Þ

To achieve that, at first we let

C ¼ diag C �N=2ð Þ; C �N=2þ 1ð Þ; . . .; C N=2� 1ð Þ½ � ð5:39Þ

X ¼ X �N=2ð Þ; X �N=2þ 1ð Þ; . . .; X N=2� 1ð Þ½ �T ð5:40Þ

a xp
� � ¼ ejxp �N=2ð Þ; ejxp �N=2þ 1ð Þ; . . .; ejxp N=2�1ð Þ

h iT
ð5:41Þ

Then the minimization described in formula (5.38) is equivalent to minimize the
cost function below

Q1 ap;xp
� 
P

p¼0

� �
¼ X�

XP
p¼0

apCa xp
� ������

�����
2

ð5:42Þ
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Assuming that âq; x̂q
� 
P

q¼0;q6¼p is known or has already been estimated, we can

define

Xp ¼ X�
XP
q ¼ 0
q 6¼ p

âq Ca x̂p
� �� 	 ð5:43Þ

By substituting the above formula into (5.42), we can obtain

Q2 ap;xp
� � ¼ Xp � apCa xp

� ��� ��2 ð5:44Þ

By minimizing the above cost function, we can obtain

x̂p ¼ argmax
xp

aH xp
� �

C	Xp
� �

 

2 ð5:45Þ

âp ¼
aH xp
� �

C	Xp
� �

Ck k2F







xp¼x̂p

ð5:46Þ

where �k k2F represents the Frobenius norm. It can be seen from (5.45) that, x̂p can
be obtained by finding the position corresponding to the maximum of the peri-

odogram aHðxpÞ C	Xp
� �

 

2. And this can be achieved by using a one-dimension

zero-padding FFT operation. âp is the complex amplitude of
aH xpð Þ C	Xpð Þ

Ck k2F
.

For the scenario with the LOS signal and one multipath interference, the esti-

mation of âp; x̂p
� 
1

p¼0 can be implemented using the following steps:

(1) Firstly assuming only the LOS signal exists, by using X and based on (5.45)
and (5.46), â0; x̂0f g can be estimated.

(2) Using the calculated â0; x̂0f g, calculate X1 based on (5.43); then using X1 to
estimate â1; x̂1f g based on (5.45) and (5.46).

Subsequently we can recalculate X0 using â1; x̂1f g and (5.43). Then we
re-estimate â0; x̂0f g using X0 and based on (5.45) and (5.46).

We can repeat the above process till it converges. Then the final âp; x̂p
� 
1

p¼0 can

be obtained.
The above procedure can be extended to the scenarios where multiple multipath

interference signals exist [21–36]. The flow chart of the complete algorithm is
shown in Fig. 5.8.

5.3 Temporal Domain Multipath Interference Suppression 217



www.manaraa.com

Fundamentally, the multipath interference suppression based on WRELAX is a
parameter estimation approach based on the nonlinear least squares criterion, while
the MEDLL is an estimation method based on the maximum likelihood theory.
Under the condition of Gaussian white noise background, the maximum likelihood
estimation is equivalent to the nonlinear least squares criterion.
Consequently MEDLL, in theory, is equivalent to the multipath interference sup-
pression based on WRELAX. To acquire signal parameters for different paths, both
MEDLL and WRELAX need iterations. But the two methods have very different
approaches to solve multi-dimensional nonlinear problems for the iterations.
MEDLL uses the curve fitting method to estimate parameters, so it is not precise;
while WRELAX uses the zero-padding FFT to achieve accurate parameter esti-
mation. In addition, MEDLL performs temporal domain curve fitting, and needs
interpolation to enhance the accuracy of the parameter estimation, and finally
obtains the estimated parameter through a lookup table. On the other hand,
WRELAX obtains the accurate parameter estimation using the one-dimensional
zero-padding FFT. Consequently, for the scenarios where we can assume the
numbers of iterations for the two algorithms are equal to each other, the compu-
tation load needed for WRELAX is lighter.

In addition, all the above multipath suppression algorithms based on parameter
estimation assume accurate carrier recovery. The carrier frequency of MEDLL can
usually be obtained using a carrier tracking loop. But WRELAX does not need a

Fig. 5.8 WRELAX flow
chart
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carrier tracking loop, it can be obtained using a joint parameter estimation method
that is much easier to implement, and the related details can be found in reference
[28, 30].

5.3.4 Simulation Results

The LOS signal and one multipath interference are simulated. The amplitude
attenuations of the multipath signal relative to the LOS signal DMR are chosen as
0.1, 0.3, 0.5, 0.7, and the relative delays s1 � s0 are 0–1.5 chips. Under the con-
dition of noise-free and infinite bandwidth, and the correlator spacing d ¼
1; 0:5; 0:1 chips, the multipath error envelopes obtained by MEDLL and
WRELAX algorithms are shown in Fig. 5.9.

It can be seen in Fig. 5.9 that, the traditional correlator has a larger code delay
tracking error, and the narrow correlator can reduce code tracking errors by
reducing the traditional correlator’s correlation spacing. As the correlator spacing

DMR =0.1 DMR =0.3 

DMR =0.5  DMR =0.7 

Fig. 5.9 Error envelopes for various methods under different DMRs
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becomes smaller, the tracking error can be further reduced. The performances of the
MEDLL and WRELAX algorithms, compared with the narrow correlator, can
further reduce the code delay tracking error.

To further compare the multipath suppression performances of the MEDLL and
the WRELAX algorithms. Figure 5.10 shows the enlarged view on the error
envelopes for the two methods based on parameter estimation when DMR = 0.5. It
can be seen that, compared with the MEDLL, the multipath suppression perfor-
mance of the WRELAX shows slight improvement.

5.4 Spatial Domain Multipath Interference Suppression

Since the LOS signal and the multipath interferences arrive from different direc-
tions, the spatial domain multipath interference suppression method taking
advantage of this feature is introduced in this section.

5.4.1 Multipath Interference Suppression Based
on Antenna Design

For the multipath interference suppression method based on antenna design, a
choke ring is used to improve antenna gain pattern, and manufacture special
antenna design and arrangement, as shown in Fig. 5.11. In addition, by selecting an
antenna that can take advantage of the signal polarization characteristics can also
eliminate multipath interferences. If a propagated GNSS signal is a right-hand
polarized signal, its polarization characteristics can change after being reflected. For
example, after a mirror reflection, it is converted to a left-hand polarized signal.

Fig. 5.10 Enlarged view on
the error envelope curve when
DMR = 0.5
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We can also use digital filers, wideband antennas, multipath suppression plates
that can absorb RF frequencies, and enhanced choke ring antennas (including
advanced dual frequency choke ring) to reduce the impacts of multipath interfer-
ences. The enhanced choke ring uses a spiral arm. The newly developed choke ring
antenna has the advantages of a sharper radiation roll-off model design (it can
reduce the susceptibility of the multipath). There is no displaced phase center
between two carriers, so there is no need for any antenna pointing provisions (i.e.
required direction pointing towards due north due to symmetry requirement) and a
flat structural design.

At a lower elevation angle or negative elevation angle, multipath errors happen
very often. Under these conditions, the antenna multipath suppression plate can also
reduce interferences on GNSS signal. But in reality, the impacts from multipath
interferences cannot be completely eliminated by solely relying on the antenna
design [37]. Consequently, we study more effective spatial domain multipath
interference suppression techniques.

5.4.2 Multipath Interference Suppression Based on Low
Sidelobe Weighting

If a GNSS receiver’s antenna is an M-ary uniform linear array, and a multipath
interference is composed of P reflecting paths, then the received signal can be
represented as

4.0cm
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6.1cm 

34.0cm
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Fig. 5.11 A GNSS antenna with a choke ring [5]
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x tð Þ ¼
XP
p¼0

apa hp
� �

sp tð Þþ e tð Þ ð5:47Þ

where sp tð Þ is the signal of the pth path, p ¼ 0; 1; . . .;P. For the same satellite, the
spreading codes for signals from different paths are the same, but code delays are
different, i.e. sp tð Þ ¼ c t � sp

� �
; e tð Þ is the thermal noise vector of the receiver;

a hp
� �

is the corresponding array steering vector, and it can be represented as

a hp
� � ¼ 1; e�jp sin hp ; . . .; e�jp M�1ð Þ sin hp

h iT
ð5:48Þ

where hp is the DOA of the pth signal.
Since strong correlations exist between the LOS signal and the multipath

interference, the traditional adaptive beam forming algorithm fails. Some beam-
forming methods that can suppress the coherent interference usually require that the
interference directions are known (especially DOAs of multipath interference sig-
nals in this case). Since multipath environments are usually very complex and
GNSS signals are weak, the information on the DOAs of multipath interference
signals is difficult to obtain. Consequently, the traditional adaptive beamforming
technique has difficulty to suppress multipath interference.

For some GNSS systems, the DOAs of the GNSS signals can be estimated by
using the inertial navigation aiding or the attitude determination technique to derive
the receiver’s location information, and then combining the derived receiver’s
location information with the ephemeris. Using this information, the low sidelobe
beamforming with known LOS signal directions can be used here. The low sidelobe
weighting is to perform a dot product of the original array steering vector and a low
sidelobe taper weight. After the tapering, the LOS signal’s steering vector becomes

b h0ð Þ ¼ wtaper 
 a h0ð Þ ð5:49Þ

where 
 is the Hadamard product, and wtaper is the taper coefficient vector.
A frequently used low sidelobe taper weight is the Dolph-Chebyshev weight, and
a h0ð Þ is the weighted vector of the regular beamforming, and it is also the steering
vector of the LOS signal. In this case, the array antenna pattern’s main lobe points
to the direction of the LOS signal, thereby significantly enhancing the LOS signal.
In addition, the low level of the sidelobes can suppress the multipath interference.
In this case, even though the multipath interference cannot be eliminated com-
pletely, its signal level is much lower than that of the LOS signal, so its impact on
the signal is weak.

Figure 5.12 shows that the results of performing conventional beamforming and
low sidelobe beamforming on the received signal using 10-ary uniform linear array
when the DOA of the LOS is 20°, and its signal-to-noise ratio is SNR ¼ �20 dB,
and the DOA of the multipath interference signal is �20°, and its
interference-to-noise ratio INR ¼ �20 dB. It can be seen that, by using the
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conventional beamforming, it is very difficult to form a null towards the direction of
the multipath interference. But since the low sidelobe beamforming is used, the low
sidelobe beamforming after Chebyshev weighting can significantly reduce the
multipath signal level, achieving the objective of multipath interference
suppression.

The multipath interference suppression based on low sidelobe weighting is easy
to implement, and has good performance. But the method is founded on the premise
that the direction of the arrived GNSS signal is known, so it is only suitable for
specific application scenarios. When the GNSS signal is unknown, we must con-
sider other methods.

5.4.3 Multipath Interference Suppression Based on Spatial
Domain Decoupled Parameter Estimation Theory

In this section, we take advantage of GNSS spreading code’s periodic repetitive
characteristics, and combine it with the RELAX technology from the decoupled
parameter estimation theory to estimate the directions of the LOS signal and the
multipath interference signals, then perform beamforming based on the estimated
directions, thereby suppressing the multipath interferences. To solve the problem of
weak GNSS signal, we apply the approach of using the C/A code’s periodic
repetitive characteristics to improve the SNR, as described in Sect. 2.4.3. Thereby
the accuracy of direction estimation can be improved. Finally, the Linearly
Constrained Minimum Variance (LCMV) beamforming based on the estimated
direction can form a gain towards the direction of the satellite, while a null can be
generated along the multipath interference’s direction. Thereby the objective of
multipath suppress can be achieved. A detailed flow chart is shown in Fig. 5.13. For
the rest of the chapter we provide detailed introductions of the algorithm.
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1. DOA Estimation Using the Periodic Repetitive Characteristics of Spreading
Codes

Here, we can reference the GNSS DOA estimation principle (described in
Sect. 2.4.3) that uses the spreading code’s periodic repetitive characteristics to
estimate the DOA of the LOS signal and the multipath interference.

For a uniform linear array, the position of the first array element is used as the
reference point, and the signal for the array element is denoted as x1ðtÞ, by giving
x1ðtÞ a code delay with a duration lasting one C/A code period T , we have

~xðtÞ ¼ x1ðt � TÞ ¼
XP
p¼0

ap 1ð Þsp t � Tð Þ e�j2p fdp t�Tð Þ þ e t � Tð Þ ð5:50Þ

where ap 1ð Þ is the first element of the LOS signal and the multipath interference’s
steering vector. Since the period of the C/A code is 1 ms and the period of a
navigation message symbol is 20 ms, within a symbol the C/A code repeats 20
times, showing the characteristics of periodic repetitive characteristics.
Consequently, within a D code period, sp t � Tð Þ ¼ sp tð Þ, then (5.50) can be rep-
resented as

~xðtÞ ¼
XP
p¼0

ap 1ð Þsp tð Þ e�j2p fd t�Tð Þ þ e t � Tð Þ ð5:51Þ
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Fig. 5.13 Flow chart for the
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The cross-correlation between ~xðtÞ and xðtÞ can be represented as below

r¼E x tð Þ~x	 tð Þ� 


¼
XP
p¼0

r2pa
	
p 1ð Þe�j2pfdT þ

XP
i¼0
i6¼p

qpia
	
i 1ð Þ

0
BB@

1
CCAe�j2pfdTap

¼D
XP
p¼0

bpap

ð5:52Þ

where bp ¼D r2pa
	
p 1ð Þe�j2p fdT þ PP

i¼0;i6¼p
qpia

	
i 1ð Þ; r2p represents the power of the pth

signal; qpi represents the cross-correlation between the pth and ith signals. It can be
seen from (5.52) that the directions of the LOS signal and the multipath interference
signals can be estimated by minimizing the formula below

g1 hp; bp
� 
P

p¼0

� �
¼ min

hp;bp
r�

XP
p¼0

bpa hp
� ������

�����
2

2

ð5:53Þ

Usually for actual applications, there is no means to obtain the theoretical value
of r, but it can be substituted by using the estimated value of the cross-correlation
vector between ~xðtÞ and xðtÞ: r̂ ¼ 1

N

PN
n¼1 ~x

	 nð Þx nð Þ.
Let b ¼ b0; b1; . . .; bP½ �T, (5.53) can be expanded into the following format

g1 hp;bp
� 
P

p¼0

� �
¼ r̂� Abð ÞH r̂� Abð Þ

¼ b� AHA
� ��1

AHr̂
h iH

AHA
� �

b� AHA
� ��1

AHr̂
h i

þ r̂Hr̂� r̂HA AHA
� ��1

AHr̂

ð5:54Þ

where A ¼ a h0ð Þ; a h1ð Þ; . . .; a hPð Þ½ �. To minimize (5.54) is equivalent to making
the first term equals to 0 and maximizing the last term, i.e. h can be obtained using
the cost function of the formula below

ĥ = argmax
h

r̂HA AHA
� ��1

AHr̂
h i

ð5:55Þ

Accordingly, there is

b̂ = AHA
� ��1

AHr̂




h¼ĥ

ð5:56Þ

When there are multiple signals in the data (in this context, multiple signals refer
to the direct LOS signal and multipath interferences), the cost function in (5.56) has
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a complex multi-peak shape, so to directly solve it faces greater difficulty.
Consequently we apply the RELAX technique based on the decoupled parameter
estimation theory, to implement parameter estimation [33–36, 38].

Again, here we only consider the case that only the LOS signal and one mul-
tipath interference exist, i.e. P ¼ 1.

Let

r̂k ¼ r̂�
XP

i¼0;i6¼k

b̂ia ĥi
� �

ð5:57Þ

Here we can assume ĥi; b̂i
on P

i¼0;i6¼k
is known or has already been estimated, we

can define

g hk; bkð Þ ¼ r̂k � bka hkð Þk k2 ð5:58Þ

Then we can obtain the minimized cost function g2 relative to hk and bk

ĥk ¼ argmin
hk

I� a hkð ÞaH hkð Þ
N

� �
r̂k

����
����
2

¼ argmax
hk

aH hkð Þ̂rk


 

2 ð5:59Þ

b̂k ¼
aH ĥk
� �

r̂k

N








hk¼ĥk

ð5:60Þ

Consequently, ĥk can be obtained using the main peak value of the periodogram
aH hkð Þ̂rkj j2

N that can be obtained by zero-padding the data sequence r̂k and then

perform a FFT (the purpose of zero-padding is to improve the precision of ĥk). b̂k
can be obtained by computing aH hkð Þ̂rk

N .
After all the preparations described above, the detailed steps of implementing the

DOA estimation using the RELAX algorithm are described below

(1) Assuming P ¼ 0, ĥ0 and b̂0 can be obtained using (5.59) and (5.60) from r̂.
(2) Assuming P ¼ 1, using (5.57) and the obtained ĥ0 and b̂0 from step (1), ĥ1 and

b̂1 can be estimated from r̂1 based on (5.59) and (5.60).

r̂0 can be recalculated using (5.57) and ĥ1, b̂1, and then ĥ0 and b̂0 can be
obtained from r̂0 based on (5.59) and (5.60). The above two subroutines can be
repeated until they convergence.

The algorithm can be expanded to the scenarios where any number of multipath
interferences exist [37–41].
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2. Multipath Interference Identification

A multipath interference has the same spreading code as the LOS signal,
therefore the multipath interference signal cannot be identified from the spreading
code. But generally speaking, a comparison between the multipath interference
signal and the LOS signal reveals the following characteristics

(1) The multipath interference usually has a longer code delay than that of the LOS
signal.

(2) The multipath interference is usually weaker than the LOS signal.
(3) The multipath interference is usually formed by ground reflections. While the

satellite is far away from the ground, the elevation angle of the LOS signal is
higher than the elevation angle of the multipath interference.

To summarize the above, the arrival time, amplitude, and DOA of a signal can
be used to differentiate a multipath interference signal from the LOS signal.

3. Multipath Interference Suppression Using LCMV Beamforming

On the basis of successful estimations on the LOS signal and multipath inter-
ferences, it is desirable to design the array antenna’s response so that a high gain
can be formed along the direction of the LOS signal while nulls can be formed
along the directions of the multipath interference. This is why LCMV beamformers
are used to calculate the adaptive weights of the antenna. The antenna adaptive
weight w satisfying the above requirements can be depicted as the solution for the
following constrained problem

min wHRxw

s: t: wHC ¼ f

(
ð5:61Þ

where C ¼ a ĥ0
� �

; a ĥ1
� �

; . . .; a ĥP
� �h i

; f ¼ 1; 0; . . .; 0½ �T ; ĥ0 represents the esti-

mated DOA of the LOS signal; ĥ1; . . .; ĥP represent estimated DOAs for the mul-
tipath interference signals; Rx is the covariance matrix of the received data by the
antenna xðtÞ, and in practical applications it is usually substituted using its esti-
mated value R̂x.

By solving (5.61), we can obtain

w ¼ R̂
�1
x C CHR̂

�1
x C

� ��1
f ð5:62Þ

By using the above weight vector on the received signal of the antenna xðtÞ, the
signal after the interference suppression can be obtained by

y tð Þ ¼ wHx tð Þ ð5:63Þ
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Lastly, the signal after the multipath interference suppression y tð Þ is sent into the
tracking and positioning module, to complete the process of GNSS tracking and
position.

5.4.4 Simulation Results

The received signals used in the experiments are composed of the LOS signal,
multipath interference, and noise. The IF frequency is 4.309 MHz, and the sam-
pling frequency is 5.714 MHz. To verify the performance of DOA estimation based
on RELAX as given in this section, the antenna array under consideration is a
10-ary uniform linear array with a half-wavelength array element spacing. The
received data by the antenna is composed of a LOS signal sent by a satellite and one
multipath interference signal from the satellite. The LOS signal incidents on the
array along the 0� direction, and the multipath interference signal incidents on the
array along the �20� direction. The corresponding LOS signal phase u0 ¼ 0, and
the phase of the multipath interference signal u1 ¼ 0:9p, and the difference of code
delays between the two signal s1 � s0 ¼ 0:09Tc, and DMR ¼ 2dB. We compare the
performances among the RELAX algorithm, the commonly used MUSIC algo-
rithm, and the MUSIC algorithm after de-coherence. The results are shown in
Fig. 5.14. Among them, subfigures (a) and (b) show the DOA estimation perfor-
mance for the LOS signal and the multipath interference as SNR changes.

It can be seen from the experiment results in Fig. 5.14, the estimated DOA
results directly using the MUSIC algorithm have larger errors. Using the MUSIC
algorithm after de-coherence can significantly improve the performance of DOA
estimation (here we use the spatial smoothing technique for de-coherence, and the
number of overlapping sub-arrays is selected as 2) [39, 40]. The estimation per-
formance of the RELAX algorithm is even better than the MUSIC algorithm after
de-coherence.
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Then the DOA estimation results of the RELAX algorithm are used as premise,
to perform a follow-up experiment. The LOS signal SNR are selected to be
SNR ¼ �20 dB, DMR ¼ 2 dB,while the rest of the parameters are the same as those
used in the simulations above.

Figure 5.15 shows the results of performing LCMV beamforming using the
estimated DOA. It can be seen that after estimating the DOA of the multipath
interference and the LOS signal, the LCMV can form a gain in the direction of the
LOS signal and form a null at the direction of the multipath interference.
Figure 5.16 shows the correlation functions before and after multipath interference
suppression. It can be seen that, due to impacts from multipath interferences, the
correlation functions are distorted. But after using the algorithm described in this
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section for multipath interference suppression, the correlation function shows the
shape of a standard symmetric equilateral triangle. This result further verifies the
effectiveness of the algorithm. In addition, since the phase difference between the
multipath and the LOS signal is 0:9p, leading to the phenomenon of amplitude
cancellation, the results show that the amplitude of the correlation function for the
raw data is much smaller than that for the “post-LCMV”.

Next, the results on the code delay tracking errors of the GNSS receiver loop for
simulating the LOS signal and one multipath interference are listed. The parameters
are selected so that DMR ¼ 2 dB, and the relative code delay s1 � s0 is 0–1.5 chips,
and the phase difference is set to Du ¼ 0� and Du ¼ 180° respectively. Under the
condition of noiseless and infinite bandwidth, Fig. 5.17 shows the code delay
tracking error envelope curve on the data without multipath interference suppres-
sion using traditional correlator and narrow correlator, and the code delay tracking
error envelope curve of the traditional correlator on the data after multipath inter-
ference suppression using the proposed algorithm described in this section.

In Fig. 5.17, when a multipath interference signal exists, the traditional corre-
lation technique has a larger code phase tracking error. Even though the narrow-
band correlator method can greatly reduce the error, it cannot reduce the error
unlimited. The proposed multipath interference suppression method based on the
spatial signal decoupled parameter estimation theory suppresses the multipath
interference first, and then sends the data after interference suppression to the
traditional tracking loop, and then the error of code delay estimation becomes very
small.

Relative code delay (chips) 

Fig. 5.17 Error envelopes
before and after multipath
suppression
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5.5 Summary

In this chapter, we discuss the impacts of multipath interferences on GNSS system.
We mainly investigate temporal and spatial types of multipath interference sup-
pression techniques in the temporal domain and spatial domain. Through theoretic
analyses and simulation results, we can conclude that for temporal domain pro-
cessing, the algorithm based on WRELAX, compared with the existing MEDLL
technique, can lower the computation complexity while improving performance
slightly. For spatial domain processing, the technique based on RELAX, by esti-
mating the DOA of the LOS signal and multipath interference signals first and
performing beamforming as a follow-up step, can achieve better multipath sup-
pression effects.
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Chapter 6
Pulse Interference Suppression
Techniques

6.1 Introduction

Intentional interferences mainly include multipath interference and pulse interfer-
ence. We studied multipath interference in the last chapter. In this chapter we study
the suppression of the other type of intentional interference—the pulse interference.

To better meet the demands for various applications, the GPS system has added
several new frequency bands during its modernization process, e.g. GPS L5 signal.
Similar to Galileo E5 band and Beidou B2 band, the main objective of the added
band is to provide better services related to the Safety of Life Service (SoL). All
these signals work on the Aeronautical Radio Navigation Service (ARNS) fre-
quency band (962–1213 MHz). However, some other systems already work within
this band [1] such as the civil Distance Measuring Equipment (DME), military
Tactical Air Navigation (TACAN), Secondary Surveillance Radar (SSR), Traffic
Collision and Avoidance System (TCAS), and Automatic Dependent
Surveillance-Broadcast (ADS-B). As a result, these systems could generate certain
degrees of interferences on the GNSS signal located within the same band. Among
these systems, DME/TACAN equipment is the main factor impacting GPS L5,
Galileo E5, and Beidou B2 signals [2]. The overlapping working frequency bands
between the DME system and the GPS L5, Galileo E5 and Beidou B2 signals are
illustrated in Fig. 6.1. As a result, high-power pulses from DME transmitters can
produce pulse interference on the GNSS signals located at the above frequencies.
Similar to jamming on continuous wave, serious high power pulse interference can
impact the GNSS receivers’ capabilities of acquisition, tracking and positioning.
But since the pulse interference has the characteristics of high power, short dura-
tion, wide bandwidth and randomness, it is not as stable as regular interference
signals, thereby the interference suppression algorithms relying on the stability of
the signal are not effective.

Conventional pulse interference suppression algorithms include temporal
domain pulse blanking [3–6], frequency domain notch filtering [7–11] and
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temporal-frequency domain hybrid filtering [7–12]. For interference pulses with
low density, these methods are simple and effective. But, as the pulse density
increases, the GNSS signal losses caused by these conventional pulse interference
suppression algorithms increase accordingly, and thereby the GNSS performance
degrades. In this case, the pulse interference suppression algorithms based on
parameter estimation [13] and wavelet packet transformation [14–19] can be used to
preserve many more GNSS signals, so better pulse interference suppression per-
formance can be achieved.

In this chapter, DME pulse interference is used as an example to study the pulse
interference suppression problem. We mainly study temporal domain pulse
blanking algorithm, frequency domain notch filtering algorithm,
temporal-frequency domain hybrid filtering algorithm, parameterized algorithm,
and wavelet packet transformation based algorithm. The related principles can also
be expanded to other pulse interference suppression methods.

6.2 Conventional Pulse Interference Suppression

DME signal has a pulse pair structure [20], a baseband DME pulse pair signal can
be represented as

sðtÞ ¼ e�
a
2t
2 þ e�

a
2 t�Dtð Þ2 ð6:1Þ

where a ¼ 4:5� 1011 s�2 can ensure that the half-amplitude bandwidths for the two
Gaussian pulses are both 3:5 ls; Dt is the internal interval between the pulse pair.
For the X wave channel overlapping with the GNSS signal frequency band,
Dt ¼ 12 ls. The mathematical model for the DME signal after modulation can be
represented as

smðtÞ ¼ e�
a
2t
2 þ e�

a
2ðt�DtÞ2

� �
ejðxtþ hÞ ð6:2Þ

962

DME

1207.14 1213 MHz1176.45

Galileo E5a

GPS L5

Galileo E5b

BeiDou B21

Fig. 6.1 Overlapping frequency bands between GNSS signals and the DME system
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where x and h are carrier wave frequency and phase. Figure 6.2 shows the baseline
DME signal waveform and the DME signal waveform after modulation.

By combining the Fig. 6.2a and (6.1), within the DME waveform envelop, the
time duration for it to drop from the half-amplitude bandwidth to the point where
the amplitude is 0.017 of the amplitude peak is 2:5 ls. We can approximately
calculate the time duration for the DME pulse pair as

2:5þ 3:5
2

þ 12þ 3:5
2

þ 2:5 ¼ 20:5 ls ð6:3Þ

The tails of Gaussian pulses approach zero asymptotically, and parts of the tails
are below the noise level. When performing DME pulse interference detection, to
ensure that a complete pulse pair is contained inside a detection window, the
detection window’s length can be selected as 25 ls.

In the temporal domain, a DME signal is a Gaussian pulse pair with a certain
trailing tail, and in the frequency domain it is a signal associated with a certain
bandwidth as 99% of the energy concentrates within 0.8 MHz [21]. Its power
spectrum density is shown in Fig. 6.3.

The mathematical model of the received signal under the impacts of Q DME
transmitters can be represented as

xðtÞ ¼ sGNSSðtÞþ
XQ
q¼1

XUq

u¼1

ffiffiffiffiffi
Pq

p
s t � tq;u
� �

ej xq;utþ hq;uð Þ þ eðtÞ ð6:4Þ

where sGNSSðtÞ is the received GNSS signal; sðtÞ is the baseband DME signal; Uq is
the total number of pulse pairs received within the observation time duration
transmitted by the qth DME transmitter; Pq is the received power from the qth DME
transmitter; tq;u is the arrival time of the uth pulse pair generated by the qth DME

(a) DME baseline signal waveform (b) DME signal temporal domain waveform
                  after modulation

Fig. 6.2 DME pulse pair signal waveform
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transmitter; xq;u is the corresponding carrier frequency; hq;u is the corresponding
carrier phase; eðtÞ is the receiver noise, and we can assume that it is a Gaussian
white noise.

6.2.1 Temporal Domain Pulse Blanking Method

The most frequently used pulse interference suppression algorithm is the temporal
domain pulse blanking method. The approach of the temporal domain pulse
blanking method is to perform amplitude detection at every sample point for the
received GNSS signal. If the amplitude surpasses a preset threshold (usually related
to the noise power) then a zero-setting process can be performed, consequently
suppressing the interferences higher than the preset threshold. The processing
method for the temporal domain pulse blanking can also be used to compute the
pulse interference’s duty cycle (the ratio between the number of samples higher
than the threshold and the total number of observed samples). A higher duty cycle
means a larger number of DME interference pulses within a time unit, or a higher
density of DME interference pulse. The processing on the interference signal using
the temporal domain pulse blanking method is shown in Fig. 6.4, where the
Fig. 6.4a is the temporal domain waveform of the received signal under the impact
of interference. The Fig. 6.4b is the signal waveform after the interference sup-
pression using the temporal domain pulse blanking method, and it can be seen that
the signals larger than the threshold have all been set to zero.

The temporal domain pulse blanking method is easy to implement and has high
efficiency. Under the condition of a small duty cycle, it can also have good inter-
ference suppression performance. But when the duty cycle is higher, this method
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the DME signal
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can lead to a significant loss of authentic signals when it performs zero-setting on
the interference, consequently degrading the acquisition performance on authentic
GNSS signals by the receiver.

The selection of a proper threshold is one of the crucial factors for the perfor-
mance of the temporal domain pulse blanking method. The selection is based on the
noise level. Since authentic GNSS signals are buried in the noise, both noise and the
GNSS signals are regarded as “noise signals”, and the Constant False Alarm Rate
(CFAR) criterion can be used to calculate the threshold. Since the noise level
fluctuates all the time, when the noise amplitude surpasses the detection threshold,
the detection system believes that a target (or an interference signal) has been
found. This type of error is defined as a false alarm, and the probability of its
occurrence is known as CFAR.

(a) Temporal domain signal before the 
            interference suppression.

(b) Temporal domain signal after the 
            interference suppression.

Fig. 6.4 Temporal domain
pulse blanking method for
DME interference
suppression
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Given the real and imaginary parts of a complex Gaussian noise eðtÞ are erðtÞ
and eiðtÞ, the probability density functions of erðtÞ and eiðtÞ both follow a Gaussian
distribution with zero mean and r2 variance, then we have eðtÞ ¼ erðtÞþ jeiðtÞ,
consequently the envelop of the complex noise follows a Raleigh distribution.
Firstly, we introduce some features of the Raleigh distribution: Given the proba-
bility density function of a random variable w

f ðwÞ ¼ w
a2 e

�w2

2a2 ; w� 0
0; w\0

(
ð6:5Þ

where a ða[ 0Þ is a constant, then w follows a Raleigh distribution with parameter
a, and its expectation is

E ½w� ¼ a

ffiffiffi
p
2

r
ð6:6Þ

If the CFAR larger than w0 is Pfa, then

Pfa ¼
Z1
w0

w
a2

exp � w2

2a2

� �
dw ¼ exp � w2

0

2a2

� �
ð6:7Þ

The threshold w0 calculated based on (6.7) is

w0 ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 ln Pfa

� �q
ð6:8Þ

Based on (6.8), for the Raleigh distribution, given a certain CFAR, the threshold
w0 is related to the parameter a. If a can be solved, the threshold can also be
obtained. In the example, the envelop of complex noise eðtÞj j follows a Raleigh
distribution, and the corresponding parameter a is r. As a result, for a complex
Gaussian noise with zero mean, the temporal domain pulse blanking threshold Th0
corresponding to the CFAR Pfa is

Th0 = r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 ln Pfa

� �q
ð6:9Þ

6.2.2 Frequency Domain Notch Filtering Algorithm

Since the DME pulse interference is manifested as a narrowband interference with a
fixed bandwidth in the frequency domain, the suppression can be performed on the
DME interference, and the frequency domain notch filtering algorithm is a method
based on such an approach. There are two types of implementation approaches for
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the frequency domain notch filtering algorithm: the approach based on notch filter
and the approach based on FFT. The filtering approach based on notch filter uses a
pre-designed notch filter (the interference frequency is the stop band center fre-
quency, and the stop band bandwidth is the same as the interference bandwidth) on
the received signal. The filtering approach based on FFT filtering converts the
received signals to the frequency domain using FFT, and in the frequency domain it
suppresses the frequency components higher than a threshold, then converts the
results back the temporal domain using IFFT to achieve interference suppression.
During the airplane’s flight process, since different DME transmitters have different
carrier frequencies, it is very hard to construct the notch filter beforehand. In
addition, since the number of transmitters associated with DME interferences may
be more than one, a notch filter with multiple stop bands needs to be built, which is
harder to implement. Therefore, the frequency domain notch filtering approach
based on FFT is usually used to suppress the DME interference. The frequency
domain notch filtering algorithm can remove the GNSS located at the same fre-
quencies when it filters out the interferences. By using the same data as in
Sect. 6.2.1, Fig. 6.5 illustrates the frequency domain notch filtering algorithm used
for interference suppression.

Figure 6.5a is the signal spectrum for the signal plotted in Fig. 6.4a under the
influence of interference, and Fig. 6.5b is the signal spectrum after a threshold is set
in the frequency domain to filter out the interference frequency; Fig. 6.5c is the
temporal domain waveform of the signal after the interference suppression. Next,
we discuss the threshold selection for the frequency domain notch filtering algo-
rithm based on FFT, since the selection of threshold is related to the noise model,
we can still assume that the noise is a complex Gaussian white noise.

Given that the complex noise eðtÞ has N points altogether, and both the real part
erðtÞ and imaginary part eiðtÞ follow Gaussian distributions with zero mean and
variance r2. Then the EðkÞ derived based on eðtÞ using DFT transform still follows
a complex Gaussian distribution. The EðkÞ’s envelop EðkÞj j follows a Raleigh
distribution, and the mean of EðkÞj j is

E EðkÞj j½ � ¼
ffiffiffiffiffiffiffi
Np
2

r
r ð6:10Þ

Let (6.10) equals (6.6), in this case we can derive the parameter corresponding to
the Raleigh distribution a ¼ r

ffiffiffiffi
N

p
. Based on (6.8), the threshold Th1 corresponding

to the CFAR Pfa after transforming the complex Gaussian noise onto the frequency
domain is

Th1 ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2N ln Pfa

� �q
ð6:11Þ
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6.2.3 Temporal-Frequency Hybrid Filtering Algorithm

Temporal-frequency hybrid filtering method algorithm is a combination of temporal
domain pulse blanking method and the frequency domain filtering. When the signal
is received by the receiver, a detection window with a certain time width is used to
detect the DME interference. If an interference is detected, then the data under the
influence of interference within the window can be transformed onto the frequency
domain where the frequency domain filtering algorithm can be used for interference
suppression. Otherwise, if no interference detected, no processing is needed. The
temporal-frequency hybrid filtering algorithm can preserve more authentic signals
compared to the temporal domain pulse blanking algorithm and the frequency
domain filtering algorithm. But the temporal-frequency hybrid filtering algorithm
still inevitably filters out valid GNSS signals sharing the same frequencies with the

(a) Signal spectrum before interference suppression. (b) Signal spectrum after interference 
 suppression.

(c) Temporal domain waveform after 
        interference suppression.

Fig. 6.5 Frequency domain notch filtering algorithm used to suppress DME interference
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interference. Figure 6.6 shows how a sliding window is used to detect the DME
pulse interference.

Figure 6.7 illustrates the interference suppression using the temporal-frequency
hybrid filtering algorithm. Figure 6.7a illustrates how to detect interference using a
sliding window in the temporal domain, where the scopes defined by the two
rectangular areas are where the interferences are detected, i.e. the two interference
pulse pairs detected in the example. Figure 6.7b, c are the frequency spectrums for
DME signals corresponding to the two detection windows. The frequency spec-
trums after a frequency domain threshold is set to filter out DME interferences are
shown in Fig. 6.7d, e. Please pay attention to the difference on the ordinate scales
for these two subfigures as opposed to those for the Fig. 6.7b, c. Using the fre-
quency domain data after filtering out the interference, the temporal domain data
can be obtained using the IFFT transform. Then the data inside the detection
windows can be filled back, to obtain the signal’s temporal domain waveform after
the temporal-frequency domain hybrid filtering, as shown in the Fig. 6.7f.

In terms of the threshold selection for the temporal-frequency domain hybrid
filtering algorithm, we can reference (6.11) in which the threshold selection is
determined for the frequency domain notch filtering algorithm. The only difference
is that the number of samples for the temporal-frequency domain hybrid filtering
algorithm is related to the corresponding number of samples in the interference
detection window.

One drawback of implementing the temporal-frequency domain hybrid filtering
algorithm is that when aliasing exists in the pulse pair, it is very difficult to have
accurate positioning on the DME pulses because within a detection window there
might be more than one DME pulse pair, and existing DME pulse pairs might not
be complete. An incomplete DME pulse pair, after transforming to the frequency
domain, can lead to a frequency spectrum leak by the DME pulse pair. As results,
the width the frequency spectrum main lobe increases, and more authentic signals

Fig. 6.6 DME pulse pair
detection
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are removed due to the interference suppression in the frequency domain, and the
interference suppression effect is not good, as illustrated in Fig. 6.8. Figure 6.8a
shows that DME pulse associated with aliasing is detected in the detection window
region; Fig. 6.8b shows the frequency spectrum after the signal inside the detection
window is transformed into the frequency domain. Two peaks can be seen, showing

(a) DME pulse pair detection (b) Frequency spectrum of the first DME pulse pair

(c) Frequency spectrum of the first DME pulse pair (d) Frequency domain interference suppression
            of the first DME pulse pair 

(e) Frequency domain interference suppression 
       of the second DME pulse pair 

(f) Temporal domain waveform after interference
        suppression 

Fig. 6.7 Interference suppression effect of the temporal-frequency domain hybrid filtering
algorithm
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that two DME pulse signals are included in the detection window, and since one
DME pulse pair is incomplete in the detection window, after FFT transformation,
we have frequency band broadening.

6.3 Pulse Interference Suppression Based
on Parameterized Algorithm

The above mentioned algorithms for conventional DME interference suppressions
are all non-parametric methods, which have not taken advantage of the a priori
information on the DME signal waveform. If we can estimate the frequency,
complex amplitude, and time delay of the DME signal, we can reconstruct the DME
signal and use it for interference suppression. The methods based on parameterized
algorithm can preserve more authentic GNSS signals compared with the
non-parametric methods, and have better interference suppression performance.
The basic principle is that if the DME interference has no aliasing in the temporal
domain, a DME pulse pair is used as the detection object. In the temporal domain,
sliding windows are used for interference detection to confirm the window zone in
which the interference is detected as the region of interest. Then in the region of
interest we estimate the frequency, complex amplitude, and time delay on the DME
interference. Then the estimated parameters are used to reconstruct the DME signals
in the region of interest. Finally the reconstructed DME signal is subtracted to
obtain the signal after interference suppression. Below we introduce the method in
detail.

The width of the interference detection window is set as the duration of a DME
pulse pair. We assume that there is no aliasing between DME pulses, so it is easy to

(a) Interference signal with aliasing in the 
 detection window

(b) Interference signal frequency spectrum

Fig. 6.8 Interference signal’s temporal domain and frequency domain waveforms for pulse pair
aliasing
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detect and confirm the signal range of a single complete DME pulse pair. Figure 6.6
shows the detection method. The detection window region in which a single
complete DME interference is detected in the received signal is defined as the
region of interest. Then the signal in the region of interest can be represented using
the mathematical model below:

yðtÞ ¼ ~bs ðt � sÞejx t�sð Þ þ eðtÞ ð6:12Þ

where ~b is the complex amplitude; sðtÞ is the baseband DME signal as expressed in
(6.1); s is the time delay of the DME signal; x is the center frequency of the
received DME signal; eðtÞ is the complex noise and GNSS signals buried inside the
noise, which usually is assumed to be a Gaussian white noise with zero mean. The
expression of the sðt � sÞ is

sðt � sÞ ¼ e�
a
2 t�sð Þ2 þ e�

a
2 t�Dt�sð Þ2 ð6:13Þ

where a ¼ 4:5� 1011 s�2; Dt ¼ 12 ls.
Using a sampling interval Ts, the continuous signal in (6.13) can be sampled to

obtain the following formula

yðnÞ ¼ ~bs ns � sð Þejx ns�sð Þ þ eðnÞ; n ¼ 0; 1; . . .;N � 1 ð6:14Þ

First, we estimate the frequency x, which is a problem of estimating the fre-
quency of unknown signal frequency. The Nonlinear Least-Squares (NLS) method
can be used for this estimation on frequency. By simplifying (6.14), e�jxs and ~b can
be combined as b, then the following minimization problem can be defined [22]

min
b;x

XN�1

n¼0

y nsð Þ � bs ns � sð Þejnx		 		2 ð6:15Þ

To write the above formula in matrix format,
lety ¼ yð0Þ; yð1Þ; . . .; yðN � 1Þ½ �T; z ¼ sð�sÞ; sð1� sÞ; . . .; s ðN � 1Þ � sð Þ½ �T; D ¼
diag 1; ejx; . . .; ejxðN�1Þ
 �

, then (6.15) can be written as

min
b;x

y� bDzk k2 ð6:16Þ

First we fix x, to solve the above formula, the estimated b can be obtained as

b̂ ¼ zTDHy zTz
� ��1 ð6:17Þ

Since the unknown frequency x is contained in D, another solution is needed.
By substituting (6.17) into (6.16), the following minimization problem can be
obtained
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min
x

I� DzzTDH zTz
� ��1

� �
y

��� ���2 ð6:18Þ

It is equivalent to the optimization of the formula below

yHDzzTDHy=zTz ¼ zTm
		 		2=zTz ð6:19Þ

where m ¼ DHy is a function of unknown frequency x. Since m is a complex
vector, it can be represented as

m ¼ mr þ imi ð6:20Þ

where mr denotes the real part, and mi denotes the imaginary part. Thereby

zTm
		 		2 ¼ zTmr

� �2 þ zTmi
� �2

¼ zT mr mi½ � mT
r

mT
i

" #
z

¼ zTMMTz

ð6:21Þ

where M ¼ mr;mi½ �. Notice that MTM is a 2� 2 real matrix, and the eigenvalues
can be represented as

MTM ¼ U
k1 0
0 k2


 �
UT ¼ UKUT ð6:22Þ

where U ¼ u1; u2½ � is an orthogonal matrix composed of two eigenvectors, and we
can assume that the eigenvalues satisfy the condition that k1 [ k2. The following
formula can be computed

MMT� �
M MTM
� ��1=2

U|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
V

¼ M MTM
� �1=2

U

¼ M MTM
� ��1=2

UUT MTM
� �

U|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
K

¼ VK

ð6:23Þ

That means that for the eigenvalues of the MMT , N � 2 of them are equal to
zero, and the other two non-zero eigenvalues are k1 and k2 respectively. The
corresponding eigenvectors for the eigenvalue k1 are
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v1 ¼ M MTM
� ��1=2

u1 ð6:24Þ

Thereby, the solutions of z and x are

ẑ ¼ v1 ð6:25Þ

x̂ ¼ arg max
x

k1ðxÞ ð6:26Þ

Next we derive the detailed expression for deriving k1ðxÞ. Since

mT
rmr � k mT

rmi

mT
rmi mT

i mi � k

				
				

¼ k2 � k mT
rmr �mT

i mi
� �þ mT

rmr
� �

mT
i mi

� �� mT
rmi

� �2 ð6:27Þ

We can obtain

2k1 ¼ mT
rmr þmT

i mi
� �þ mT

rmr �mT
i mi

� �2 þ 4 mT
rmi

� �2h i1=2
ð6:28Þ

Notice

mT
rmr þmT

i mi ¼ mHm ð6:29Þ

mT
rmr �mT

i mi
� �2 þ 4 mT

rmi
� �2

= mTm
		 		2 ð6:30Þ

As a result, x’s estimator x̂ can be obtained by maximizing the following
formula

mHmþ mTm
		 		 ð6:31Þ

Also since mHm is not related to x, we can obtain x’s solution x̂ as

x̂ ¼ arg max
x

XN�1

n¼0

y2ðnÞe�j2xn

					
					
2

ð6:32Þ

The formula for the solution above is similar to the formula of discrete Fourier
transformation. As a result the solution of x̂ in the above formula can be obtained
using FFT, and additionally x̂ is half of the frequency corresponding to the peak of
the frequency spectrum obtained by performing FFT on y2ðnÞ.

Once we have the estimate on frequency, we can estimate the complex amplitude
b and time delay s using the estimated frequency. The estimation on these two
parameters can also be solved using the NLS method in the frequency domain.
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Given xðnÞ ¼ sðnÞejxn, we have xðn� sÞ ¼ s ns � sð Þejxðn�sÞ. Then (6.14) can be
rewritten as

yðnÞ ¼ ~bxðn� sÞþ eðnÞ; n = 0; 1; . . .;N � 1 ð6:33Þ

By converting the signal in the (6.33) onto the frequency domain using Fourier
transform, we have the following formula [23]

YðkÞ ¼ ~bXðkÞejxdk þEðkÞ ð6:34Þ

where YðkÞ, XðkÞ, and EðkÞ k ¼ �N=2;�N=2þ 1; . . .;N=2� 1ð Þ represent the
discrete Fourier transform for yðnÞ, xðnÞ and eðnÞ; and xd ¼ �2ps=N. The esti-
mation on time delay is included in xd . Below we solve the problem related to b
and xd , which can be regarded as the least squares problem below

min
~b;xd

XN=2�1

k¼�N=2

YðkÞ � ~bXðkÞejxdk
		 		2 ð6:35Þ

If we let
Y ¼ Yð�N=2Þ; Yð�N=2þ 1Þ; . . .; YðN=2� 1Þ½ �T;
X ¼ diag Xð�N=2Þ;Xð�N=2þ 1Þ; . . .;XðN=2� 1Þf g,
a xdð Þ ¼ ejxdð�N=2Þ; ejxdð�N=2þ 1Þ; . . .; ejxdðN=2�1Þ� �T

, then (6.35) can be written as

min
~b;xd

Y� ~bXa xdð Þ�� ��2 ð6:36Þ

Based on the formula above, the solutions on ~b and xd can be given by the two
formulas below

x̂d ¼ arg max
xd

aH xdð Þ X�Yð Þ		 		2 ð6:37Þ

~̂b =
aH xdð Þ X�Yð Þ

Xk k2
					
xd¼x̂d

ð6:38Þ

Based on (6.37), we can obtain the time delay s’s estimate ŝ

ŝ ¼ � x̂dN
2pfs

ð6:39Þ

Based on (6.32), (6.38) and (6.39), we can obtain the DME interference signal’s

frequency, complex amplitude and time delay x̂d , ~̂b and ŝ in the region of interest;
then the reconstructed DME signal ŷDMEðnÞ can be obtained by using these three
parameters
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ŷDMEðnÞ ¼ ~̂bs n� ŝð Þejx̂I ðn�ŝÞ ð6:40Þ

Finally in the temporal domain, the reconstructed DME signal can be subtracted
to obtain the signal after the interference suppression ŷðnÞ

ŷðnÞ ¼ yðnÞ � ŷDMEðnÞ ð6:41Þ

Figure 6.9 shows the flow chart for DME interference suppression based on
parameterized algorithm.

6.4 Pulse Interference Suppression Based on Wavelet
Packet Transformation

In the two previous sections, we discussed several different pulse interference
suppression algorithms. In Sect. 6.2, we have studied temporal domain pulse
blanking, frequency domain filtering and temporal-frequency hybrid filtering
algorithms. When the DME interference pulse density is higher, these algorithms
can bring larger losses on the authentic GNSS signals, thereby negatively impact
the performance of pulse interference suppression. The pulse interference sup-
pression algorithm based on parameterized algorithm in Sect. 6.3 takes advantage
of the known a priori information on the DME pulse waveform, so it reduces the
GNSS signal loss while suppressing the interference. But, when there is

Fig. 6.9 Flow chart for DME
interference suppression
based on parameterized
algorithm
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overlapping between DME pulses, or the DME pulse’s waveform is incomplete in
the received signal, the performance of the pulse interference suppression algorithm
based on parameterized algorithm degrades. In this section we implement DME
interference suppression from the perspective of wavelet packet transformation.
First the wavelet theory is introduced, where we introduce the basic principle of
DME pulse interference suppression based on wavelet packet transformation, then
we discuss the parameter selection, including the selections on wavelet packet
coefficient domain threshold, wavelet packet decomposition series and wavelet
function type.

6.4.1 Wavelet Theory

1. Continuous Wavelet Transformation

Wavelet transformation is done using localized analyses based on time and
frequency. It performs multi-scale decomposition on the signals using scaling and
shifting operations. In the low frequency part, there is higher frequency resolution
and lower time resolution; in the high frequency part, there is higher time resolution
and lower frequency resolution. In other words, the wavelet transformation provides
a temporal-frequency window that is fully scalable, so it can automatically adapt to
the requirements on non-stationary signal analyses.

The continuous wavelet transformation of a function f ðtÞ can be defined as [24]

cðs; sÞ ¼
Z1
�1

f ðtÞw�
s;sðtÞdt ð6:42Þ

where �ð Þ� denotes the complex conjugate; ws;sðtÞ is the wavelet’s basis function,
also known as wavelet. It is generated from a single mother wavelet function wðtÞ
by scaling and shifting, as shown in the formula below

ws;sðtÞ ¼
1ffiffi
s

p w
t � s
s

� �
ð6:43Þ

Here ws;sðtÞ relies on parameter s and s, where s is the scale factor and s is the
shift factor. 1=

ffiffi
s

p
is used to implement energy normalization among different

scales. The function of the scale factor s is to scale the mother wavelet function
wðtÞ, stretching when s[ 1 and shrinking when s\1. The larger s is, the wider
w t

s

� �
becomes, which means that a general observation is made on the signal. When

s is smaller, a detailed observation is made on the signal. Equation (6.42) shows
how a function f ðtÞ is decomposed into a series of wavelet basis functions.
Figure 6.10 shows a continuous wavelet transformation operation.
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Given that the Fourier transform function of the mother wavelet function is
WðxÞ, then the mother wavelet function wðtÞ needs to satisfy the following con-
ditions [24]

(1) Square integrable.
(2)

R1
�1 wðtÞ dt ¼ 0 [i.e. wð0Þ ¼ 0].

(3) Permitting condition: Cw ¼ R�1
þ1

WðxÞj j2
x dx\1.

The inverse transformation of a continuous wavelet is

f ðtÞ =
ZZ

w�
s;sðtÞcðs; sÞ dsds ð6:44Þ

In (6.42)–(6.44), no wavelet basis function has been specified. That is the dif-
ference between wavelet transformation, Fourier transformation, and other trans-
formations. Wavelet transformation theory only studies the general properties of
wavelet and wavelet transformation. In actual applications, proper mother wavelet
function can be selected or a detailed mother wavelet function can be designed for
different application scenarios.

2. Discrete Wavelet Transformation

In (6.42), the computation of the wavelet transformation can be realized by
continuously shifting a scalable function on the signal being analyzed and calcu-
lating the correlation between the two. Wavelet maps a one-dimension signal to a
two-dimensional time-scale joint function, but this expression is highly redundant.
For most applications we want to use as few components as possible to describe a

Shift 

Scale 

f t

t
t k

2t k
3t k

2
t

Shift 

Fig. 6.10 Continuous wavelet transformation operations
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signal, therefore discrete wavelet is introduced. A discrete wavelet cannot contin-
uously scale and shift. It can only scale and shift with discrete steps.

Discrete wavelet can be represented as

wj;kðtÞ ¼
1ffiffiffiffi
s j0

q w
t � ks0s

j
0

s j0

 !
ð6:45Þ

where j and k are integers, s0 [ 1 is a fixed scaling step; the shifting factor s0
determines the scaling step. The effect of discretizing the wavelet is equivalent to
sampling the time-scale space at discrete intervals. Usually we select s0 = 2, s0 = 1,
i.e. defining wj;kðtÞ as

wj;kðtÞ ¼
1ffiffiffiffiffi
2 j

p w
t
2 j

� k
� �

ð6:46Þ

Therefore a function f ðtÞ’s binary discrete wavelet transform is defined as

cðj; kÞ ¼
Z1
�1

f ðtÞw�
j;kðtÞ dt ð6:47Þ

i.e., the discrete wavelet transform performs discrete processing on the scale factor
s and shift factor s for a continuous waveform transformation’s wavelet function.

Even if discrete wavelet function is used, we still need an infinite number of
scaling and shifting to calculate the wavelet transformation, so we need to find a
method to convert this infinite number to a limited number for practical imple-
mentations. Since a wavelet has a bandpass type of frequency spectrum. Fourier
transform theory tells us that the scaling on the temporal domain is equivalent to the
compression and shifting towards a low frequency band in the frequency domain.
Given a function f ðtÞ’s Fourier transformation is FðxÞ, then the Fourier transfor-
mation of the function f t

a

� �
is

F f
t
a

� �h i
¼ aj jFðaxÞ ð6:48Þ

Equation (6.48) illustrates the scaling on the function with a factor a = 2 on the
temporal domain. It compresses the function’s frequency spectrum by a factor of 2
and shifts it towards the low frequency. Given wavelet functions w1;kðtÞ, w2;kðtÞ,
w3;kðtÞ and w4;kðtÞ have frequency spectrum functions of W1, W2, W3 and W4, then
the frequency and bandwidth for W2 are only half of the frequency and bandwidth
for W1. And the frequency and bandwidth for W3 are half of the frequency and
bandwidth for W2, i.e. the ratios of center frequencies and the bandwidths (also
known as quality factor) do not change. As a result, a scalable wavelet frequency
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spectrum can be used to cover a signal’s limited spectrum. The scaled wavelet
frequency spectrum should overlap with each other, as shown in Fig. 6.11.

But, if we only use the wavelet function for segmentation, every time the fre-
quency spectrum is divided and only a half remains, the wavelet frequency spec-
trum cannot cover the whole frequency down to the zero frequency. But the number
of functions after the segmentations is still infinite. After the segmentation reaches a
certain frequency, the segmentation stops, and all the remaining low frequency
parts need to be represented using a function with a low pass frequency spectrum.
This function is the scale function uðtÞ which can be represented using the cor-
responding wavelet

uðtÞ ¼
X
j;k

c ðj; kÞwj;kðtÞ ð6:49Þ

Scale functions uj;kðtÞ for different scales can be defined as

uj;kðtÞ ¼
1ffiffiffiffiffi
2 j

p u
t
2 j

� k
� �

ð6:50Þ

Figure 6.12 illustrates the scale functions. The scale functions cover all the areas
that are not covered by the wavelet function frequency spectrums until the scale j,
consequently the number of wavelets reduces from infinite to finite.

By adding a wavelet function to the original scale function, we can derive a new
scale function with a frequency spectrum which doubles that of the original scale
function. It is equivalent to say that the original scale function can be expressed by
the new scale function. Since the scale function has a low pass type of frequency
spectrum, based on the new scale function, we can derive the original scale function
using a low pass filtering. Then the equations of two-scale related to uðtÞ can be
expressed as

4ψ 3ψ 2ψ 1ψ

/8ωn /4ωn /2ωn ωn

Fig. 6.11 Overlapping wavelet frequency spectrums obtained by scaling the wavelet in the
temporal domain

j+2 j+1 j

f

Scale function frequency spectrum Wavelet frequency spectrum (ψ)( )ϕ

/8ωn /4ωn /2ωn ωn

j 1

Fig. 6.12 Introduction of scale functions
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uj;0ðtÞ ¼
X
k

hj�1ðkÞuj�1;kðtÞ ð6:51Þ

where hj�1ðkÞ can be regarded as the low pass filter’s ðj� 1Þ th stage. The above
formula shows that a scale function at one level can be expressed using the scale
function with its previous level. For the same reason, since the wavelet has a
band-pass type of frequency spectrum, and the new scale function contains the
added wavelet function, then by using the new scale function, we can derive the
added wavelet function using a high-pass filter. As a result, the wavelet function can
be expressed as

wj;0ðtÞ ¼
X
k

gj�1ðkÞuj�1;kðtÞ ð6:52Þ

where gj�1ðkÞ is the (j� 1)th high-pass filter. The above formula is also the
two-scale relation between the wavelet function and the scale function. Next, we
study the relations among low-pass filters with various scales and various high-pass
filters with various scales. To make it easy for derivation, for the derivation process
below we assume that the scale function and wavelet function are all real numbers.
Based on (6.51), we can have the derivation below

hj�1ðkÞ ¼ uj;0ðtÞ;uj�1;kðtÞ
� � ¼ Z uj;0ðtÞuj�1;kðtÞdt

¼
Z

1ffiffiffiffiffi
2 j

p u
t
2 j

� � 1ffiffiffiffiffiffiffiffi
2j�1

p u
t

2j�1 � k
� �

dt

¼
Z

1ffiffiffi
2

p u
t0

2

� �
u t0 � kð Þdt0 t

2j�1 ¼ t0
h i

= u1;0ðtÞ;u0;kðtÞ
� � ¼ h0ðkÞ

ð6:53Þ

The above formula shows that the low-pass filter corresponding to any scale is
equivalent to h0ðkÞ. Similarly we can derive that

gj�1ðkÞ ¼ g0ðkÞ ð6:54Þ

i.e., the high-pass filter equivalent to any scale is equivalent to g0ðkÞ. As a result we
can uniformly represent the low-pass filters and high-pass filters with any scales as
hðkÞ and gðkÞ. Then by substituting (6.46) and (6.50) into (6.51) and (6.52) and
after simplifying, the following two-scale equation can be derived

u
t
2 j

� �
¼

ffiffiffi
2

p X
k

hðkÞu t
2j�1 � k
� �

ð6:55Þ

w
t
2 j

� �
=

ffiffiffi
2

p X
k

gðkÞu t
2j�1 � k
� �

ð6:56Þ
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Thereby, for function f ðtÞ, either we can express it as a scale function with the
scale j� 1

f ðtÞ ¼
X
m

kj�1ðmÞuj�1;mðtÞ ð6:57Þ

Or we can jointly express it using scale functions up to the scale j and the
wavelet function

f ðtÞ ¼
X
k

kjðkÞuj;kðtÞþ
X
k

cjðkÞwj;kðtÞ ð6:58Þ

where kj�1ðmÞ; kjðkÞ is known as the coarse coefficient or low frequency coefficient;
cjðkÞ is known as the detail coefficient or high-frequency coefficient. We can also
regard

P
k kjðkÞuj;kðtÞ as an coarse approximation of signal f ðtÞ, and regardP

k cjðkÞwj;kðtÞ as a detail approximation of the signal f ðtÞ. If we let (6.57) equals
(6.58), we can have the following equationX

k

cjðkÞwj;kðtÞ ¼
X
m

kj�1ðmÞuj�1;mðtÞ �
X
k

kjðkÞuj;kðtÞ ð6:59Þ

The above equation shows that the detail approximation is the difference
between the two-scale approximations, i.e. reflecting the detailed difference
between the two approximations.

3. Multi-resolution Analysis

If the scale function uj;kðtÞ and the wavelet function wj;kðtÞ are orthogonal, i.e.
the inner product uj;kðtÞ;wj;kðtÞ

� �
= 0; then the coefficients kj and cj can be

obtained using the inner products between f ðtÞ and the scale function, and between
the f ðtÞ and the wavelet function

kjðkÞ ¼ f ðtÞ;uj;kðtÞ
� � ð6:60Þ

cjðkÞ ¼ f ðtÞ;wj;kðtÞ
� � ð6:61Þ

Next we solve for kjðkÞ and cjðkÞ. kjðkÞ is solved first, and then by substituting
(6.58) into (6.61), we have

kjðkÞ ¼
X
m

kj�1ðmÞuj�1;mðtÞ;uj;kðtÞ
* +

¼
X
m

uj�1;mðtÞ;uj;kðtÞ
� �

kj�1ðmÞ
ð6:62Þ
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By solving for uj�1;mðtÞ;uj;kðtÞ
� �

independently, we have

ð6:63Þ

Then we have

kjðkÞ =
X
m

h m� 2kð Þkj�1ðmÞ ð6:64Þ

Next we solve for cjðkÞ by substituting (6.58) into (6.61), we have

cjðkÞ =
X
k

kjðkÞuj;kðkÞþ
X
k

cjðkÞwj;kðtÞ;wj;kðtÞ
* +

=
X
k

cjðkÞwj;kðtÞ;wj;kðkÞ
* +

¼
X
m

kj�1ðmÞuj�1;mðtÞ �
X
k

kjðkÞuj;kðtÞ;wj;kðtÞ
* +

=
X
m

kj�1ðmÞuj�1;mðtÞ;wj;kðtÞ
* +

=
X
m

uj�1;mðtÞ;wj;kðtÞ
� �

kj�1ðmÞ

ð6:65Þ

Now we solve uj�1;mðtÞ;wj;kðtÞ
� �

independently, which is similar to the solution
process in (6.63), and the result is

uj�1;mðtÞ;wj;kðtÞ
� � ¼ g ðm� 2kÞ ð6:66Þ
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By substituting (6.66) into (6.65), we can derive the solution of cjðkÞ as

cjðkÞ ¼
X
m

g m� 2kð Þkj�1ðmÞ ð6:67Þ

From (6.64) and (6.67), the scale function coefficient kjðkÞ and wavelet function
coefficient cjðkÞ on a certain scale can be obtained by applying the low-pass filter
hðkÞ and the high-pass filter gðkÞ on the scale function coefficient kj�1ðkÞ at the
previous scale level. Equations (6.64) and (6.67) can jointly form the stage of an
iterative digital filter, as the result the wavelet transform can be implemented using
an iterative digital filter. After every iteration, the number of samples for the next
stage reduces by half, turning a discrete wavelet decomposition problem into a
simple inner product operation.

If we regard the sampled signal f ðkÞ as the scale function coefficient kj�1 at the
next scale stage, we can decompose the signal using the known decomposition
low-pass filter hðkÞ and decomposition high-pass filter gðkÞ. Given that the total
bandwidth occupied by the original signal is ð0� f =2Þs, we can define the space V0,
where fs is the sampling frequency. After one-stage decomposition, V0 can be
divided into two subspaces of low frequency V1 ð0� fs=4Þ and high-frequency W1

ðfs=4� fs=2Þ. After the second-stage decomposition, the low-frequency part V1 can
be further divided into two subspaces of low frequency V2 ð0� fs=8Þ and high
frequency W2 ðfs=8� fs=4Þ, as shown in Fig. 6.13. By iteratively decomposing the
signal into different frequency bands, multi-resolution analysis can be realized. The
wavelet reconstruction on the decomposed signals is an inverse process of the
wavelet decomposition. After performing a 1:2 interpolation on the next stage’s low
frequency coefficients kjðkÞ and high frequency coefficients cjðkÞ, the summation of

the outputs derived by the reconstructed low-pass filter hðkÞ and the reconstructed
high-pass filer gðkÞ is the low-frequency coefficients kj�1ðkÞ of the previous stage.
Figure 6.13 illustrates two-stage wavelet decomposition (wavelet transform).
Figure 6.14 illustrates a two-stage wavelet reconstruction (wavelet inverse
transform).
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Fig. 6.13 Two-stage wavelet decomposition
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4. Wavelet Packet Transformation

For multi-resolution analysis based on wavelet transformation introduced in the
previous section, every decomposition step only decomposes the low-frequency
sub-band, and does not decompose the high-frequency sub-band, leading to worse
frequency resolution in the high frequency band. In practice, the space corre-
sponding to the low frequency part of the wavelet decomposition is represented as
Vi, and the high frequency part of the wavelet decomposition is represented as Wi.
The high and low frequencies here are in terms of the frequency band of the
previous stage. Wavelet transformation only performs binary sub-division on var-
ious Vi spaces, and the same operation can be performed on various Wi spaces as
well. Thereby, the wavelet packet transformation is introduced, i.e. the wavelet
transformations are performed simultaneously on the low frequency space Vi and
high frequency space Wi, consequently more refined signal decomposition can be
achieved compared with the wavelet decomposition, to improve the
temporal-frequency resolution.

Given that every space has its corresponding integer displacement orthonormal
basis, which can be represented using w 2 jð Þ

n ðtÞ; n ¼ 0� 2 j � 1, or can be abbrevi-
ated as w jð Þ

n ; the superscript 2 jð Þ denotes the scale; j is the scale level; and the
subscript n is the space serial number for that level. For example, for j = 2, there are

4 sets of orthonormal bases wð4Þ
0 ðtÞ; . . .;wð4Þ

3 (only using the base wavelet with zero
displacement as the example); The set of orthonormal bases can form a wavelet
packet. Given that the wavelet packet takes the forms of the set of all subspaces at
jth stage and the corresponding filters, then the basic wavelets for various spaces

wðjÞ
n ðtÞ have the following definitions [24]: the even components are

wðjÞ
2nðtÞ ¼

ffiffiffi
2

p X
k

hðkÞwðjÞ
n 2t � kð Þ ð6:68Þ

And the odd components are

wðjÞ
2nþ 1ðtÞ ¼

ffiffiffi
2

p X
k

gðkÞwðjÞ
n ð2t � kÞ ð6:69Þ
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Fig. 6.14 Two-stage wavelet reconstructions
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where j; k 2 Z (Z is an integer set); n 2 N (N is a non-negative integer set); k is the
time or position parameter, hðkÞ and gðkÞ are a set of conjugate mirror filters. When
n = 0, the relation in (6.68) corresponds to the two-scale equation related to the

scale function uðtÞ in (6.55); wðjÞ
0 ðtÞ is the scale function; the relation in (6.69)

corresponds to the two-scale equation related to the scale function uðtÞ and the

wavelet function wðtÞ in (6.56); wðjÞ
1 ðtÞ is the wavelet function. And various other

wðjÞ
n ðtÞ at the same stage can be derived using (6.68) when the space serial number is

an even number, or (6.69) when the space serial number is an odd number.
The process of using a filter set to implement wavelet transformation can be

analyzed below: After the analyzed signals are processed by the decomposition
low-pass filter and the decomposition high-pass filter, the signal frequency band is
evenly divided into two frequency bands (low-frequency and high-frequency). The
low-frequency signal and high-frequency signal, after the down-sampling, are
decomposed for the next round using low-pass and high-pass filters so their
low-frequency and high-frequency bands are divided again. This process repeats
until the whole frequency band is divided into an even number of frequency bands.
2N subband coefficients can be obtained by performing N-stage wavelet packet
transform. Figure 6.15 shows a three-stage wavelet packet decomposition tree for a
signal f ðtÞ where A denotes the low-frequency coefficients when the signal goes
through a low-frequency filter, and D denotes the high-frequency coefficients when
the signal goes through a high-frequency filter. The serial number at the end denotes
the number of stages for the wavelet packet transform.

6.4.2 Suppression Method Based on Wavelet Packet
Transformation

1. Algorithm Principle

Based on the introduction in the previous section, the wavelet transformation,
essentially, is a method of measuring the degree of similarity on the waveforms.
The more similar a signal is to a wavelet, the bigger the coefficient of the wavelet

f(t)

A1

AA2 DA2

AAA3 DAA3 ADA3 DDA3

D1

AD2 DD2

AAD3 DAD3 ADD3 DDD3

Fig. 6.15 Three-stage wavelet packet decomposition tree
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packet becomes. To perform DME interference suppression for GNSS, the GNSS
signal is buried in the noise, and the similarity between the wavelet and the noise is
smaller than the similarity between the wavelet and the DME signal. Therefore we
can convert the received signal under the impact of DME interference onto the
wavelet packet coefficient domain using wavelet packet transform. The coefficients
with larger absolute values characterize the DME interference signals, and the
coefficients with smaller absolute values characterize the noise and authentic GNSS
signals. By setting a threshold in the wavelet packet domain, we can detect and
suppress the interferences by performing zero-setting on coefficients with larger
absolute values. Finally we can perform wavelet packet inverse transformation on
the processed wavelet packet coefficients to obtain time-domain signal after inter-
ference suppression. The DME interference suppression algorithm based on
wavelet packet transformation mainly has the following three steps:

(1) Wavelet packet transformation: select a proper wavelet function and wavelet
packet decomposition level, to perform L-level wavelet packet transformation
on the received signal under the impact of DME interference.

(2) Detect and suppress the interference in the wavelet packet domain. In the
wavelet packet coefficient domain, a proper threshold is selected, to zero-set all
the coefficients larger than the threshold, thereby achieving the objective of
suppressing the DME interference.

(3) Wavelet packet inverse transformation: using the L-level wavelet packet
coefficient obtained after the process in step (2), wavelet packet inverse
transformation is used to obtain the temporal domain waveform of the signal
after interference suppression.

It can be seen from the above algorithm steps that the selections on wavelet
function type, wavelet packet decomposition level and wavelet packet coefficient
domain threshold are the critical parameters for the wavelet packet transformation
algorithm. The selections on these parameters can affect the effects of DME
interference suppression using the wavelet packet transformation. Next, we discuss
the selections on wavelet packet coefficient domain threshold, wavelet packet
decomposition level, and wavelet function type.

2. Selection on Wavelet Packet Coefficient Domain Threshold

The overall principle of setting the threshold in the wavelet packet domain is to
find a threshold that can differentiate noise and DME interference. First, we need to
consider the characteristics of noise after the wavelet packet transformation. The
implementation of wavelet packet transformation is based on filtering, thereby we
need to consider the characteristics of the noise after filtering. Since the GNSS
signals are buried in the noise, the GNSS signal and noise can be modeled together
as a zero-mean Gaussian noise e. After filtering, the noise’s probability density
distribution still follows a Gaussian distribution [21]. We give the proof below.

Given e’s variance as r2, then its power spectral density is SeðxÞ ¼ r2. The
variance of the wavelet coefficient W1e, after the e is transformed by 1 level of
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wavelet packet transformation using the filter G0, is r21. The frequency response of
the given G0’s is [24]

G0ðxÞ ¼
X1

n¼�1
g0ðnÞe�jnx; x 2 �p; p½ � ð6:70Þ

where g0ðnÞ is the unit pulse response sequence. Then the power spectral density of
W1e is

SW1ðxÞ ¼ G0ðxÞj j2SeðxÞ ð6:71Þ

and W1e’s autocorrelation function is

RW1ðsÞ ¼
1
2p

Z1
�1

SW1ðxÞejxsdx ð6:72Þ

Since the mean value of a zero-mean noise after filtering is zero, then we have

r21 ¼ RW1ð0Þ ¼
1
2p

Z1
�1

G0ðxÞj j2SeðxÞdx

¼ r2

2p

Zp
�p

X1
n¼�1

g0ðnÞe�jnx

" # X1
�1

g0ðnÞejnx
" #

dx

¼ r2

2p

Zp
�p

X1
n¼�1

g0ðnÞð Þ2 þ
X1
n¼�1

X1
m ¼ �1
m 6¼ n

g0ðnÞg0ðmÞe�jðn�mÞx

2
664

3
775dx

¼ r2

2p

X1
n¼�1

ðg0ðnÞÞ2
Zp
�p

dxþ r2

2p

Zp
�p

X1
n¼�1

X1
m ¼ �1
m 6¼ n

e�jðn�mÞxdx

¼ r2 g0k k2

ð6:73Þ

In the simulations, the filters used for wavelet packet decomposition are all filters
after energy normalization, i.e. g0k k2 = 1; then r21 = r2. As a result, for a
zero-mean Gaussian white noise, after various levels of wavelet packet decompo-
sition, all its wavelet packet coefficients at every scale all follow zero-mean
Gaussian distribution with r2 variance as well.

Therefore we can set a uniform threshold in the wavelet packet coefficient
domain to suppress DME interference. Based on the characteristics that the noise

262 6 Pulse Interference Suppression Techniques



www.manaraa.com

probability density follows Gaussian distribution, the selection of threshold can be
set based on the false alarm rate criterion described in Sect. 6.2.1.

3. Selection of Wavelet Packet Decomposition Level

Wavelet packet transformation divides the signal frequency band evenly using a
set of decomposition filters. For every decomposition, the frequency range of the
signal is divided into two halves, the frequency band resolution of the Level-L
wavelet packet decomposition BWL is defined as

BWL ¼ fs=2
2L

ð6:74Þ

where fs is the sampling frequency.
As the number of decomposition levels increases, we do finer division on the

signal, and the effect of interference suppression is better. But for every decom-
position there is a down-sampling process, and the number of points for useful
information decreases. After certain levels of decomposition, further decomposition
cannot bring significant performance improvement and the computation complexity
increases. In addition, due to non-ideal characteristics of wavelet packet filtering,
the increase of decomposition levels can lead to the problem of producing sub-band
frequency spectrum aliasing. For the selection of wavelet packet decomposition
level, we need to consider both the bandwidth and computation complexity of the
interference signal, matching the decomposed wavelet packet frequency band res-
olution and the bandwidth of the interference signal being suppressed. For a single
DME transmitter, the bandwidth of the DME interference signal concentrates within
an 1 MHz bandwidth. Consequently for DME interference suppression based on
wavelet packet transformation application, a proper decomposition level needs to be
selected to match the frequency resolution of the wavelet packet to the 1 MHz
bandwidth.

4. Selection of Wavelet Function Type

Based on the definition of wavelet packet transformation, as a mother function of
the wavelet becomes more similar to the signal being analyzed, the coefficients after
wavelet packet transformation become more localized. In another word, if fewer
points with more concentrated energy in the wavelet coefficient domain are used to
represent interference, interference suppression can be better achieved. But in real
applications, some wavelet functions do not have explicit expression, so it is very
hard to derive the similarity between the wavelet function and the function being
analyzed. To perform multi-resolution analysis using quick algorithm of wavelet
transform, we use the usual selection criteria on the wavelet function: compactly
supported, orthogonal or bi-orthogonal [24, 25].

Frequently used wavelet functions include: Daubechies wavelet function family
(dbN, N = 1,2,…,15, where db1 is equivalent to the Haar wavelet), Symlet wavelet
function family (symN, N = 2, 3,…,15), Coifle wavelet function family (coifN,
N = 1, 2, 3, 4, 5), bior bi-orthogonal wavelet function family (biorNr.Nd; Nr.Nd
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parameters are (1, 1/3/5), (2, 2/4/6/8), (3, 1/3/5/7/9), (4, 4), (5, 5), (6, 8), rbio
inverse bi-orthogonal wavelet function family (rbioNr.Nd; Nr.Nd parameters are (1,
1/3/5), (2, 2/4/6/8), (3, 1/3/5/7/9), (4, 4), (5, 5), (6, 8)) and discrete Meyer wavelet
function “dmey”. Altogether 6 types of wavelet function family, and 65 types of
wavelet function are used for DME interference suppression. The properties of
these wavelet function family are shown in Table 6.1 [24, 25].

From Table 6.1, the characteristics of wavelet functions satisfy the requirements
of compact support, orthogonality and bi-orthogonality, and they all have quick
algorithms. Since the ideal wavelet function does not exist, and some wavelet
function cannot be expressed using fixed mathematical expressions, we compare
interference suppression effects of different types of wavelet functions based on the
acquisition properties of the signals after the interference suppression, so the most
proper wavelet function can be selected.

6.5 An Integrated Pulse Interference Suppression

We have introduced temporal domain pulse blanking algorithm, frequency domain
filtering and temporal-frequency hybrid filtering algorithm, and all these algorithms
have good interference suppression performance when the interference duty cycle is
lower, but as the interference duty cycle increases, the performance of these
algorithms degrade seriously. In this section, we first introduce a method to sup-
press DME interferences by integrating the parameterized algorithm and the
wavelet packet transformation algorithm that has better performance when the
DME interference duty cycle is higher. Secondly, we consider the computational
complexity of the interference suppression performance and algorithm, and propose
an integrated DME pulse interference suppression method. The method combines
the conventional DME pulse interference suppression method and the hybrid
algorithm, which can adaptively select the proper method for interference sup-
pression towards interference scenarios with different pulse interference duty
cycles.

Table 6.1 Function properties of various wavelet functions

Function property Wavelet function

db1/Haar dbN(N 6¼ 1) sym coif bior/rbio dmey

Compactly supported Yes Yes Yes Yes Yes Yes

Orthogonal Yes Yes Yes Yes No Yes

Bi-orthogonal Yes Yes Yes Yes Yes Yes

Discrete transformation Yes Yes Yes Yes Yes Yes

Fast algorithm Yes Yes Yes Yes Yes Yes
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6.5.1 The Hybrid Algorithm

Since the interval between the DME pulse pairs transmitted by the ground DME
transmitters are random, even though the pulse pair signals from the same DME
transmitter have no aliasing, the signals from different DME transmitters may have
aliasing. When there is no DME signal aliasing, the DME interference suppression
method based on parameterized algorithm can preserve the authentic GNSS signals
to the greatest extent. But when there is aliasing in the DME signals, the DME
interference suppression method based on parameterized algorithm is difficult to
implement. Therefore we propose a hybrid DME interference suppression method
using both parameterized algorithm and wavelet packet transformation algorithm.
The basic principle of the method is to add an aliasing detector before the inter-
ference suppression. If there is no aliasing detected in the DME interference, a
DME interference suppression method based on parameterized algorithm is used.
But if there is aliasing detected in the DME interference, the DME interference
suppression method based on wavelet transformation is used. The flow chart of the
hybrid algorithm is shown in Fig. 6.16.

From Fig. 6.16, the implementation steps of the hybrid algorithm, by combining
the parameterized algorithm and wavelet packet transformation algorithm, are as
below:

(1) When the DME interference detection is performed on the input signal using a
25 ls long sliding time window, as shown in Fig. 6.6, if interferences are
detected, then interference suppression process can follow. Otherwise if no
interference is detected, no processing is performed and the non-interfered
signal can be directly output. Figure 6.17 shows the detection process when
aliasing DME pulse pair exists.

(2) Determination has to be made on whether the pulse pair within the window in
which interference has been detected has aliasing. If there is no aliasing and the
waveform is complete, then the pulse interference suppression based on
parameterized algorithm can be used to obtain the output signal after interfer-
ence suppression. Otherwise, the pulse pair data within the window is saved as
the staging data for the pulse interference’s pulse region with aliasing, and the
detection window’s position can be recorded. Among these steps, the deter-
mination on whether aliasing exists in the pulse pair within the detection
window can be made based on the number of peaks in the frequency domain.
When the number of peaks is 1, there is only one DME signal source, i.e. no
aliasing. When the number of peaks is larger than 1, the number of DME signal
sources within the detection window is more than 1, meaning aliasing exists.
Then, we determine whether the pulse waveform within the detection window
is complete or not based on the peak value and known pulse width within the
detection window. Figure 6.18 shows two examples of detecting an incomplete
pulse pair within the detection windows. By sliding the detection window, and
repeating steps (1) and (2), the final staging data in the pulse interference region
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with aliasing and the position of the corresponding detection window can be
obtained at last.

(3) Connectivity analysis is performed on the staging data for pulse interference
regions with aliasing. Given that the interval between two neighboring win-
dows for the staging data is smaller than a certain distance, then the region after
connecting these two windows can be used as the new pulse interference region
with aliasing. Otherwise, we keep the position for the pulse interference region
with aliasing.

(4) By performing DME pulse interference suppression based on wavelet trans-
formation on the pulse interference region with aliasing after the connecting,
the output signal after the interference suppression can be obtained at last.

Begin

Input received signal

Interference detection by 
sliding a fixed length window

Interference exists ?

Aliasing exists ?

Whether the pulse 
pair is complete ?

Staging the data for the 
interference region with 
aliasing

Connectivity Analysis 

Perform interference suppression 
based on wavelet transformation in 
the connectivity region with aliasing

Interference suppression 
based on parameter 
estimation method

Output the signal without interference

End

No

No

No

Yes

Yes
Yes

Fig. 6.16 Flow chart of the hybrid algorithm

266 6 Pulse Interference Suppression Techniques



www.manaraa.com

Fig. 6.17 Detection process when aliasing exists in the pulse pair

(b) Example 2

(a) Example 1

Fig. 6.18 Incomplete pulse
pair detected within the
detection region
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6.5.2 Integrated DME Pulse Interference Suppression
Method

The method integrating the parameterized algorithm and the wavelet transformation
combines the advantages of parameterized algorithm and wavelet transformation. It
can have good performance when the duty cycle of the pulse interference is high.
But compared with the other conventional DME interference suppression methods,
it has higher complexity. It trades off between the complexity and interference
suppression performance. In an actual DME interference environment, the number
of interference pulses in the received signal is unknown so there is a need to
estimate it. This number can be measured using the pulse interference duty cycle.
By balancing computation complexity and interference suppression performance,
we propose an integrated DME pulse interference suppression method in this
section. This method combines the conventional interference suppression algorithm
and the hybrid algorithm. It can adaptively select proper methods for interference
suppression towards various pulse interference scenarios with different duty cycles.
Detailed steps of the method are listed below:

First the interference duty cycle for the input signal is calculated. It can be
represented using the blanking duty cycle, which is defined as the ratio between the
number of samples larger than the temporal domain pulse blanking threshold and
the total number of samples. Secondly, when the interference duty cycle of the input
signal is smaller than the duty cycle threshold c, the temporal-frequency hybrid
filtering algorithm is used for DME pulse interference suppression. When the
interference duty cycle of the input signal is larger than the duty cycle threshold c,
the hybrid algorithm is used for DME pulse interference suppression. Based on the
decision on the duty cycle threshold, we can constantly switch between proper
interference suppression algorithms to achieve the objective of DME interference
suppression. The threshold c can be selected based on Monte Carlo simulation,
which can be determined in advance based on experience. The block diagram for
implementing the algorithm is shown in Fig. 6.19.

input
received signal

compute
interference 
duty cycle

When the interference duty cycle 
of the input signal is larger than    

hybrid method is selected for 
interference suppression

When the interference duty cycle 
of the input signal is smaller than 

 , temporal-frequency hybrid 
filtering algorithm is selected for 
interference suppression    output signal 

after interference 
suppression

Fig. 6.19 Block diagram of integrated DME pulse interference suppression method
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6.6 Simulation Results

In this section two simulation results verify the performance of the algorithms
mentioned above. The first simulation verifies the performance of the DME inter-
ference suppression based on wavelet packet transformation, and the impacts on the
performance by the wavelet types and decomposition levels are compared as well.
The second simulation, under interference scenarios with different duty cycles,
compares the performances of the temporal domain pulse blanking algorithm, the
frequency domain notch filtering algorithm, the temporal domain hybrid filtering
algorithm, the wavelet packet transformation algorithm, the hybrid algorithm, and
the integrated algorithm.

The first simulation demonstrates the DME interference suppression algorithm
based on wavelet packet, and it evaluates the interference suppression performance
with different wavelet functions and wavelet packet transformation levels by setting
a unified threshold under a given false alarm rate condition. To compare the
interference suppression performance of implementing different wavelet packet
transformation algorithms, the Correlation Peak to next Peak Ratio (CPPR) is used
as the evaluation criterion for acquisition performance. A larger CPPR represents
better acquisition performance, i.e. better interference suppression performance [2].
200 Monte Carlo simulations are performed on every algorithm, and the average
CPPR of the 200 trials is used to compare acquisition performance of different
algorithms.

A GPS L5 GNSS signal is added into the simulation. The signal-to-noise ratio is
−20 dB, and the intermediate frequency is 10 MHz. Acquisition is performed on
I-branch. Its sample frequency is 40 MHz, and the observation time is 1 ms.
A more realistic DME interference environment is simulated in which interferences
from 18 DME transmitters are added. The repeat frequency of DME pulse pair
transmitted by every transmitter is 2000 pairs/s, and the intervals between pulses
changes randomly based on a Poisson distribution. The interference duty cycle is
37%. The temporal domain waveform for the signal under the impact of interfer-
ence is shown in Fig. 6.20a. In the simulation, we also consider the problem of
possible aliasing among signals transmitted by different DME transmitters.
Figure 6.20b shows a locally amplified view with aliasing pulses.

For the simulations the wavelet packet coefficient domain threshold is set in a
unified way under the condition of 0.01 false alarm rate. Figure 6.21 shows the
results of comparing the performances of interference suppression for different
wavelet packet decomposition levels and using different wavelet functions

In the simulations, 65 types of wavelet functions are compared for their inter-
ference suppression results. The details can be found in Sect. 6.4.2. Figure 6.21
lists performance results for 6 typical wavelet functions (db15, coif5, sym15, dmey,
bior6.8 and rbio6.8) using 1–8 levels of wavelet packet decompositions. It can be
seen from Fig. 6.21 that, as the decomposition levels increase, the interference
suppression performance improves. But when the level of decomposition reaches a
certain level, the performance improvement is not obvious anymore and it shows a
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trend of degradation. From Fig. 6.21, we also know that the best performance
happens by using the dmey wavelet function for a 5-level wavelet packet transform.
This is because the corresponding wavelet packet frequency band resolution for the
5 level wavelet packet transformation is 625 kHz, which is equivalent to the fre-
quency band 0.8 MHz for the DME interference. Also for these wavelet functions,
the corresponding filter bank has the most number of points, so relatively speaking
it has better frequency response characteristics. Figure 6.22 shows the temporal
domain signal waveform after the DME interference suppression using a dmey
wavelet packet for a 5-level wavelet packet transform.

A GPS L5 signal is added for the second simulation. The signal-to-noise ratio is
−20 dB, the intermediate frequency is 10 MHz, the sampling frequency is 40 MHz,
and the time interval of observing the signal is 1 ms. The acquisition factor CPP
also serves as the criterion of evaluating the acquisition performance.

(a) Temporal domain waveform for signal before
  interference suppression.

(b) Locally amplified view with aliasing pulses.

Fig. 6.20 Temporal domain
waveform for received signal
interfered by DME
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The interference duty cycle computed in the simulations of this chapter is the
ratio between the number of samples that are higher than the temporal domain pulse
blanking threshold and the total number of samples. A higher number of DME
transmitters means that there is a higher number of corresponding pulse pairs DME,
leading to higher interference duty cycle. For the simulation, the added number of
DME transmitters changes from 1 to 18, as a result the interference duty cycle
changes from 4 to 51%. The repeat frequency for the pulse pair from every DME
transmitter is 2700 pairs/s, the ratio between a pulse’s peak power and the noise’s
peak power is 20 dB, and the arrival time of the pulse pair is subject to a Poisson
distribution.
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Fig. 6.21 Relations between
wavelet types, decomposition
levels and the interference
suppression performance

Fig. 6.22 Temporal domain
wavelet after DME
interference suppression using
wavelet packet transformation
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Figure 6.23 compares the signal acquisition performance after interference
suppression using temporal domain pulse blanking method, frequency domain fil-
tering method, temporal-frequency hybrid filtering method, wavelet packet trans-
formation method, hybrid method (combining parameterized algorithm and wavelet
packet transformation method), and integrated method under interference condi-
tions associated with different duty cycles, in which the related pulse blanking
threshold setting by different methods are all obtained when the false alarm rate is
set as 0.001. The Figure also shows the performance under the condition of no
interference. Figure 6.23 shows that the performance of all interference suppression
methods degrade as the interference duty cycle increases. When the duty cycle is
smaller than 20%, the integrated method selects the temporal-frequency hybrid
algorithm that has less computational complexity. If the duty cycle is bigger than
20%, the performance of the temporal-frequency hybrid filtering algorithm drops
significantly. In this case, the hybrid algorithm’s performance is much better than
the conventional method, and consequently the integrated method selects the hybrid
method.

To achieve the optimum tradeoff between interference suppression performance
and computational complexity, the proposed integrated method combines the
temporal-frequency hybrid filtering algorithm and hybrid algorithm. For the inte-
grated method, the duty cycle threshold c is set as 20%. When the duty cycle is
smaller than 200%, the integrated method selects the temporal-frequency hybrid
filtering method as the interference suppression method; when the duty cycle is
bigger than 20%, the integrated method selects the hybrid algorithm as the inter-
ference suppression method.

Time-domain blanking

Frequency domain 
filtering
Time-frequency hybrid 
filtering
Wavelet packet 
transform
Hybrid method

Integrated method

No interference

Fig. 6.23 Comparisons of interference suppression using different methods under the conditions
of different duty cycles
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6.7 Summary

In this chapter, we mainly study the pulse interference suppression algorithms for
GNSS. Using the DME pulse interference as an example, we first summarize the
conventional pulse interference suppression method, i.e. temporal domain pulse
blanking method, frequency domain notch filtering algorithm and
temporal-frequency hybrid filtering algorithm. Then we propose the pulse inter-
ference suppression algorithm based on parameterized algorithm and wavelet
packet transformation. Finally, to achieve a tradeoff between performance and
algorithm complexity, we propose an integrated pulse interference suppression
algorithm. The algorithm adaptively selects an algorithm with good performance
and low computation complexity based on different pulse interference density. It is
worthy to point out that even though the DME pulse interference is used as an
example in this chapter, related algorithms can also be applied to suppress other
pulse interferences.
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